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Abstract: We suggest a new contraction of the basis sets
associated with the Hay-Wadt relativistic effective core
potentials (RECPs) for the main group and transition metal
atoms. These bases are more suitable for density func-
tional theory investigations than the previous ‘double-�’
contractions based upon Hartree-Fock atomic results. The
original Hay-Wadt primitives are now contracted [5s5p3d],
[4s4p3d], and [4s4p3d] for the first, second, and third
transition series, respectively, and denoted as LANL2TZ
basis sets. For the main group atoms, we advocate using
a completely uncontracted basis denoted LANL08. While
modestly extending the size of the basis, the resulting sets
should be suitable for both DFT and wave function based
approaches. The valence bases for the transition metal
atoms can be supplemented with the polarization functions
determined by Frenking.

It has become a common practice in the quantum chemistry
community to utilize relativistic core potentials (RECP) deter-
mined from atomic Hartree-Fock (HF) calculations in the context
of a Density Functional Theory (DFT) investigation. In the
physics community, however, it is common to have separate
RECPs or pseudopotentials generated for each functional of
interest. Some years ago, concerned with the possibility that
HF derived potentials might lead to significant errors when
coupled with DFT, we compared HF versus functional specific
RECPs and found little difference.1 This transferability was
especially true with the small-core RECPs. With some large-
core RECPs, however, transferability of HF-based potentials
appears to be an issue. An example occurs in the 5f actinides
series.2,3

We did note at the time that a more significant problem lay
with the associated basis sets. The issue is that the coefficients
for the contractions that describe the near valence or semicore
regions can be quite different between HF and DFT calculations.

This is usually a small effect, but we have seen examples where
this leads to a 3-4 kcal ·mol-1 difference in a bond energy or
barrier height. For that reason, we have routinely uncontracted
LANL2DZ main group and transition metal basis sets in our
research. However, this is a more draconian solution than is
necessary. While the computational cost of the additional s and
p functions is not dramatic, there are larger consequences in
the transition metal series associated with a completely uncon-
tracted d space. We have found that a slight enlargement of the
valence d space to triple-� quality is generally sufficient to
ensure that the basis is adequate for both wave function and
DFT based approaches.

In this Letter, we present these new contracted bases for the
transition metal series. They result from the original Hay-Wadt4

set by simply recontracting them to [5s5p3d], [4s4p3d], and
[4s4p3d] for the first three transition series, respectively. This
is straightforward, except that uncontraction of the p-space in
the second and third rows leads to two nearly linearly dependent
primitives. In all cases, we have retained the more diffuse
primitive and deleted the tighter one. The new sets are available* Corresponding author e-mail: rlmartin@lanl.gov.

Table 1. Diffuse d Exponent for the First-Row Transition
Metals

Sc Ti V Cr Mn Fe Co Ni Cu Zn

0.0250 0.0349 0.0464 0.0587 0.0670 0.0706 0.0822 0.0898 0.101 0.170

Table 2. Theoretical and Experimental First Bond
Dissociation Energy (kcal ·mol-1) for M(CO)6 (M ) Cr,
Mo, W)

Cr(CO)6 Mo(CO)6 W(CO)6

B3LYP
LANL2DZ 35.8 34.3 42.2
LANL2TZ 36.9 35.3 43.012

LANL08 36.9 35.3 43.0
LANL2TZ+ 38.6 - -
LANL08+ 38.6 - -
LANL2TZ(f) 38.6 37.1 43.413

LANL08(f) 38.5 37.1 43.4
SDD 38.6 38.8 43.1
6-311+G* 38.2 - -

BP86
LANL2DZ 41.8 38.2 46.0
LANL2TZ 43.2 39.3 46.912

LANL08 43.1 39.3 46.9
LANL2TZ+ 43.3 - -
LANL08+ 43.2 - -
LANL2TZ(f) 43.2 39.6 47.313

LANL08(f) 43.1 39.6 47.3
SDD 43.2 41.2 45.4
6-311+G* 42.9 - -
Exp14 36.8 ( 2 40.5 ( 2 46.0 ( 2
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online on the EMSL Basis Set Exchange and will be referred
to as LANL2TZ in the next release of the Gaussian suite of
electronic structure codes.5 We advocate their use over the
LANL2DZ sets. In addition, as in all-electron basis sets, greater
flexibility is sometimes required in the first row metals when
treating ‘d-rich’ configurations such as d10. We have therefore

added an additional diffuse d function for the first row transition
metals (see Table 1) and denote as LANL2TZ+. The diffuse
primitives were chosen by an even-tempered criterion.

We also provide completely uncontracted sets, denoted as
LANL08, for the transition metal and main group series. The
LANL08 basis sets for main group atoms were derived from
the original Hay-Wadt set6 and correspond to triple-� valence
orbital quality. For typical DFT applications we recommend
LANL08 basis sets for main group atoms with RECPs and
LANL2TZ for transition metals. The uncontracted LANL08
basis sets may also be useful at times for wave function based
correlation treatments of transition metal complexes. Diffuse
extensions available for the first transition series are denoted
as LANL08+. Note that while the transition metals have outer
cores, the main group atoms do not.

When polarization f functions are needed, we suggest the
transition metal sets be augmented with the single primitive
determined by Frenking.7 Because these were optimized in wave
function based CISD calculations where they serve to polarize
the density and to provide angular correlation, they are not the
optimal exponents for DFT, where they need only to polarize
the density. However, these are used successfully and routinely
in the literature, and the limited tests we have run suggest little
is to be gained with an alternative set optimized in the DFT
context. We follow the nomenclature of placing polarization
functions in parentheses, e.g. LANL2TZ(f) and LANL08(f).
Gilbert and co-workers determined a set of polarization functions
for the main group atoms, and these will be denoted
LANL08(d).8

A few examples for the transition metal series that are
indicative of the changes to be expected are presented in Tables
2–4. In all cases the 6-311G* basis has been used for all
ligands. In addition, we compared our results to the Stuttgart
RSC 1997 (SDD) RECP which contains an f function for the
first-row transition elements.9,10 Finally, these RECP approaches
are compared with Wachters’ all-electron basis augmented with
Hay’s diffuse d function and Raghavachari and Trucks’ f
functions for the first-row complexes, known in Gaussian as
6-311+G*.11 The Gaussian03 suite of electronic structure
codes has been used to compute the energies.5

Table 2 reports the first bond dissociation energy in the series
M(CO)6, M ) Cr, Mo, W. The metal atoms here are formally
neutral, d6 species. The differences between LANL2DZ and
LANL2TZ are of the order of 1 kcal ·mol-1. This is the case
for both the hybrid functional B3LYP and a pure generalized
gradient approximation like BP86. Note also that the triple-� d
orbital description is adequate, as the differences between
LANL2TZ and the completely uncontracted LANL08 sets are
quite small. Addition of a polarization function on the metal
increases the bond dissociation energy by only 0.2 - 0.4

Table 3. Comparison of the Relative Energies
(kcal ·mol-1) vs Basis Set for the Stationary Points of the
[3 + 2] Cycloaddition of CpMO3 (M ) Mn, Tc, Re) to
Ethylene Using the B3LYP Functional

basis
1 + C2H4

f TS
TS
f 2

net
exothermicity

CpMnO3 LANL2DZ 5.2 -63.8 -58.6
LANL2TZ 7.2 -61.8 -54.6
LANL08 7.2 -61.8 -54.6
LANL2TZ+ 7.5 -62.3 -54.8
LANL08+ 7.5 -62.3 -54.8
LANL2TZ(f) 7.5 -61.2 -53.7
LANL08(f) 7.5 -61.2 -53.7
SDD 8.0 -61.9 -53.9
6-311+G* 8.6 -60.8 -52.2

CpTcO3 LANL2DZ 10.4 -49.7 -39.3
LANL2TZ 12.1 -47.9 -35.7
LANL08 12.6 -46.5 -33.9
LANL2TZ(f) 14.7 -44.1 -29.4
LANL08(f) 14.7 -44.1 -29.4
SDD 13.1 -46.7 -33.6

CpReO3 LANL2DZ 21.3 -35.1 -13.8
LANL2TZ/LANL0812 24.2 -33.6 -9.4
LANL2TZ(f)/LANL08(f)13 27.8 -29.8 -2.0
SDD 21.9 -35.1 -13.2

Table 4. Theoretical First Bond Dissociation Energy
(kcal ·mol-1) vs Basis Set for MC2H4 (M ) Ni, Pd, Pt)
Using the B3LYP Functional

NiC2H4 PdC2H4 PtC2H4

d10 d10 d10

LANL2DZ 83.4 30.9 63.7
LANL2TZ 85.9 32.5 66.112

LANL08 86.0 32.5 66.1
LANL2TZ+ 66.3 - -
LANL08+ 66.2 - -
LANL2TZ(f) 86.1 33.0 67.813

LANL08(f) 86.2 33.0 67.8
SDD 67.0 30.5 59.1
6-311+G* 63.6 - -

Scheme 1. M-CO Bond Dissociation

Scheme 2. [3 + 2] Cycloaddition
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kcal ·mol-1. Polarization appears to be more important for the
heavier transition metals.

As a test of metal atoms in a high valence state, we examined
the olefin addition reaction shown in Scheme 2. We have
restricted our investigation to the concerted pathway in which
ethylene undergoes [3 + 2] addition to CpMO3, with M ) Mn,
Tc, and Re. These systems are all formally M(VII), d0

complexes. Table 3, column 3, reports the barrier height for
the reaction, and the net exothermicity is given in column 5.
The differences associated with the more contracted LANL2DZ
basis are larger here, on the order of 2-4 kcal ·mol-1 for the
heavier transition metals. Once again the triple-� basis LANL2TZ
is essentially saturated with respect to the fully uncontracted
LANL08 case in the first row. For the second and third row,
the completely uncontracted LANL08 basis recovers an ad-
ditional 1-2 kcal ·mol-1 in the energy differences compared
with LANL2TZ. Finally, we note that the Stuttgart SDD RECP
and associated basis gives results quite similar to LANL08.

Finally, we examine a case involving metals toward the right
side of each row. In Table 4 we present the bond dissociation
energies for the ethylene adducts MC2H4, M ) Ni, Pd, Pt. The
metals are all formally neutral and may have d8s2, d9s, or d10

configuration in the ground state depending on the metal. For
our purposes, we compared results using the d10 reference state.
Once again, uncontraction has an influence of a few kcal ·mol-1.
In this case, the importance of the diffuse d function in
describing the d10 asymptote properly is evident in the huge
reduction in bond dissociation energy with LANL2TZ+.
Polarization functions once again have an influence of 1-2
kcal ·mol-1. The RECP results are quite similar between the
comparable SDD and LANL08+ for NiC2H4.

These basis sets will be available in the next version of
Gaussian and are provided on the EMSL Basis Set Exchange
Web site (https://bse.pnl.gov/bse/portal).
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Abstract: We here combine the electrostatically embed-
ded multiconfiguration molecular mechanics (EE-MCMM)
method for generating global potential energy surfaces in
the presence of an electrostatic potential with molecular
mechanics (MM). The resulting EE-MCMM/MM method
is illustrated by applying it to carry out a molecular
dynamics simulation for the symmetric bimolecular reaction
Cl- + CH3Cl′ f ClCH3 + Cl′- in aqueous solution with
hybrid density functional theory as the quantum mechanical
level. The potential of mean force is calculated, and the
free energy barrier is found to be 25.3 kcal/mol, which is
in good agreement with previous work. The advantage of
the combined EE-MCMM and MM method is that the
number of quantum mechanical calculations required for
the active subsystem is very small compared to straight
direct dynamics.

1. Introduction
Combined quantum mechanical and molecular mechanical (QM/
MM) methods have provided powerful means for studying
chemical reactions in solution, enzymes, and solids.1–35 In this
approach, an active zone, which can be a solute molecule or
the reaction center involved in the formation and breaking of
chemical bonds, is described quantum mechanically, while the
surroundings (e.g., the solvent or protein environment) are
treated by using a molecular mechanics (MM) force field. When
the system contains a large number of atoms, a statistical

sampling method such as molecular dynamics (MD) or Monte
Carlo simulation is required. However, the high computational
cost of high-level ab initio or density functional QM calculations
prevents carrying out QM/MM MD simulations for most
catalytic and other condensed-phase reactions with reliable
accuracy and adequate sampling.

Recently, we proposed a new method called electrostatically
embedded multiconfiguration molecular mechanics (EE-MCMM)
for generating global or semiglobal potential energy surfaces
(PESs) in the presence of an electrostatic potential.36 The new
method is based on the QM/MM methodology, and it extends
the domain of applicability of the multiconfiguration molecular
mechanics (MCMM) method,37 which has been successful37–44

in describing semiglobal potential energy surfaces of gas-phase
reactions and calculating their reaction rates with multidimen-
sional tunneling contributions. Because the method is efficient,
we can use DF/MM, that is, QM/MM with the QM level being
density functional theory. We applied the new method to the
symmetric bimolecular reaction Cl- + CH3Cl′ f ClCH3 + Cl′-

in aqueous solution; this reaction is a standard test case that
has been investigated with various theoretical methods.2,45–68

We compared the EE-MCMM potential energy with the
directly evaluated electrostatically embedded QM energy, for
which we used geometries and electrostatic potentials calculated
by the reference interaction site model-self-consistent field
method,69–71 and we found that the potential energy in aqueous
solution calculated by the new method is very close to that
calculated directly without any fitting, although the EE-MCMM
calculations required only a limited amount of electronic
structure information for the gas-phase reaction in a field and
no liquid-phase electronic structure calculations.

In the present paper, we develop the EE-MCMM method
further. We apply the EE-MCMM method to full QM/MM MD
simulations by replacing the electrostatically embedded QM energy
with the EE-MCMM energy; we label the resulting potential
energy surface as EE-MCMM/MM. EE-MCMM can reproduce
global PESs calculated by high-level QM calculations in the
presence of an electrostatic potential with a computational cost that
is much lower than the cost of direct dynamics. Therefore,
EE-MCMM/MM MD simulations can be carried out with high-
level QM calculations, and adequate sampling is possible even
when one uses high-level QM methods for a process requiring rare-
event sampling (such as umbrella sampling).

The organization of the article is as follows. In the next
section, we describe the theoretical methods employed here and
derive the equations needed for the EE-MCMM/MM MD
simulations. We then apply the EE-MCMM/MM method to
the Cl- + CH3Cl′ f ClCH3 + Cl′- reaction in aqueous solution.* Corresponding author e-mail: truhlar@umn.edu.
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In section 3, we present the computational details, and in section
4 we present and discuss the results of the calculations; the
potential of mean force (PMF) is calculated, and the free energy
of activation is compared with previous work. We also calculate
the interaction energy and the radial distribution function
between the QM and MM regions at the reactant and transition
state. The conclusions are summarized in section 5.

2. Theoretical Method

Our goal is to calculate the Born-Oppenheimer potential energy
surface V of a large system divided into a QM zone with NQM

atoms and a MM zone with NMM atoms. The first component
of V is the electrostatically embedded QM energy VEEQM. We
adopt a site-site representation of the QM/MM electrostatic
interaction.67,69,72–75 Then, we have

VEEQM(R, Φ)) 〈Ψ|Ĥ0 + Q̂TΦ|Ψ〉 (1)

where R stands for the collection of the coordinates Ra (a ) 1,
2,..., NQM) of atoms in the QM region, Ψ is the electronic wave
function, Ĥ0 is the electronic Hamiltonian (including nuclear
repulsion) of the QM region, Q̂ is the population operator vector
of order NQM whose components Q̂a are the population operators
that generate the partial charges Qa on QM atomic sites a:

Qa ) 〈Ψ|Q̂a|Ψ〉 (2)

and Φ is the electrostatic potential distribution, which is a vector
of order NQM, each of whose components Φa is the electrostatic
potential at atom a from the MM region,

Φa(R,RMM)) ∑
A)1

NMM
QA

MM

|Ra -RA
MM|

(3)

where RMM is the collection of the coordinates RA
MM of atom A

in the MM region, and QA
MM is the effective charge of MM

atom A. Note that the first derivative of VEEQM with respect to
Φa is given by73

∂VEEQM

∂Φa
) 〈Ψ|Q̂a|Ψ 〉 )Qa (4)

Since details of the EE-MCMM method are presented
elsewhere,36 we describe the method only briefly in this Letter.
The potential energy in EE-MCMM is the lowest eigenvalue
of a 2 × 2 diabatic Hamiltonian matrix,

UEE-MCMM(q, Φ)) (U11(q, Φ) U12(q, Φ)
U12(q, Φ) U22(q, Φ) ) (5)

where U11(q,Φ) and U22(q,Φ) are analytic functions that
describe VEEQM in the regions of reactants and products,
U12(q,Φ) is explained in the next paragraph, and we use
nonredundant or redundant internal coordinates76 q to represent
the nuclear coordinates of the QM subsystem. The lowest
eigenvalue of eq 5 is given by

VEE-MCMM(q, Φ)) 1
2

{[U11(q, Φ)+U22(q, Φ)]-

[(U11(q, Φ)-U22(q, Φ))2 - 4U12(q, Φ)2]
1

2} (6)

We evaluate VEE-MCMM and its derivatives in terms of the
internal coordinates q;37,77 then, we transform the derivatives
to the Cartesian coordinate system R: VEE-MCMM(q,Φ) f
VEE-MCMM(R,Φ).

The evaluation of U12(q,Φ) is the key feature of the
EE-MCMM algorithm. It is based on a set of interpolation
nodes called Shepard points (R(k),Φ(k)), where k ) 1, 2,..., N.
We evaluate [U12(q,Φ;k)]2 by a second-order Taylor expansion
around each Shepard point (R(k),Φ(k)), where the Taylor series
coefficients are determined such that VEE-MCMM reproduces
VEEQM and its first and second derivatives with respect to q
and Φ at Shepard point (R(k),Φ(k)). Then, we construct U12(q,Φ)
at any arbitrary geometry by Shepard interpolation78,79 of these
expressions.

Figure 1. Gas-phase calculations: two-dimensional repre-
sentation of the direct MEP and the location of Shepard points
for the EE-MCMM calculation. Filled circles are stationary
points; open circles are nonstationary Shepard points used
in the previous and present studies; open squares are
nonstationary Shepard points used in the present study.

Figure 2. Potential energy profile of the Cl- + CH3Cl′ f
ClCH3 + Cl′- reaction in the gas phase (solid line) and
potential of mean force of the reaction in the aqueous solution
(dashed line). The gas-phase curve is relative to its value at
z ) -∞, and the aqueous curve is relative to the value at
reactants, at z ) -2.0 Å.
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The total potential energy V is obtained in the EE-MCMM/
MM method by replacing the electrostatically embedded QM
energy VEEQM in the conventional QM/MM method with the
EE-MCMM potential energy VEE-MCMM; this yields

V(R, RMM))VEE-MCMM(R, Φ(R, RMM))+VvdW
QM⁄MM(R, RMM)+

Vval
QM⁄MM(R, RMM)+VMM(RMM) (7)

where VvdW
QM/MM and Vval

QM/MM are respectively the van der Waals
and valence interaction energies between the QM and MM
regions, and VMM is the MM potential energy. MD simulations
require the first derivatives of V with respect to R and RMM.
These derivatives are given by

∂V
∂Ra

) ∂VEE-MCMM

∂Ra
+ ∂VEE-MCMM

∂Φa

∂Φa

∂Ra
+

∂VvdW
QM/MM

∂Ra
+

∂Vval
QM/MM

∂Ra
(8)

and

∂V

∂RA
MM

)∑
a)1

NQM

∂VEE-MCMM

∂Φa

∂Φa

∂RA
MM

+
∂VvdW

QM/MM

∂RA
MM

+
∂Vval

QM/MM

∂RA
MM

+

∂VMM

∂RA
MM

(9)

The terms involving VvdW
MM, Vval

QM/MM, and VMM are the same as
in any other QM/MM method and need not be discussed. The
derivatives of Φa are obtained analytically from eq 3. The first
term of eq 8 is obtained analytically.37,77 ∂VEE-MCMM/∂Φa is
obtained by differentiating VEE-MCMM of eq 6 with respect to
Φa as in eq 4 and equals the partial charge Qa

EE-MCMM.
Therefore, we can regard the electrostatic interaction between
the QM and MM regions as

Vele
QM/MM )∑

a

NQM

Qa
EE-MCMMΦa (10)

where

Qa
EE-MCMM ≡ ∂VEE-MCMM

∂Φa
(11)

3. Computational Details
We applied the EE-MCMM/MM method to the reaction Cl-

+ CH3Cl′ f ClCH3 + Cl′- in aqueous solution. We took the
difference between the two C-Cl distances as the reaction
coordinate:

z)RCCl′ -RCCl (12)

Since the computational details of the EE-MCMM calcula-
tion in the present study are almost the same as those in the
previous study,36 we here describe them only briefly. We used
the MPW1K density functional80 for the electronic structure
calculations on the QM subsystem. The basis set is 6-31G(d,p)
for C and H atoms and 6-31+G(d,p) for Cl. We choose the
population operator Q̂a according to Charge Model 4 (CM4).81

All of the electronic structure calculations were performed by
a modified GAMESSPLUS

82 computer code based on the GAMESS

quantum chemistry package.83 In the EE-MCMM calculations,

we used a modified36 MM3 force field84–86 for the diagonal
elements. All of the EE-MCMM calculations were carried out
by a new version of the MC-TINKER program.77

The only difference between the present and previous studies
is the number of Shepard points used in the EE-MCMM
calculation. In the previous study, we used the electronic
structure information at 12 Shepard points: three stationary
points (the precursor ion-dipole complex, the saddle point, and
the successor ion-dipole complex), eight nonstationary points
along the minimum energy path (MEP), and one nonstationary
point on the concave side of the reaction path. The ion-dipole
complexes in the gas phase are located at z ) (1.378Å in the
MPW1K calculation, and these 12 Shepard points are placed
at |z| e 1.378 Å. To reproduce the PES at |z| g 1.378 Å, two
additional Shepard points were added at z ) (1.75 Å; the
remaining coordinates for these two additional points were
optimized by direct gas-phase calculations. (Without these two
additional Shepard points, total energy in the EE-MCMM/MM
MD simulation was not conserved well at large |z|.) The
locations of all 14 Shepard points and the direct MEP are shown
in Figure 1. Note that six of the points are related to six others
by symmetry, so one needs to calculate only eight Hessians as
input to EE-MCMM. Note that, although the application is to
a condensed-phase reaction, only electronic structure information
for the gas-phase reaction is used.

For the QM/MM van der Waals interaction energy VvdW
QM/MM,

we used Lennard-Jones potentials. The Lennard-Jones param-

Table 1. Contributions to the QM/MM Electrostatic
Interaction Energy From Individual Solute Atoms (in
kcal/mol). Values in Parentheses are Standard Deviations.

reactant transition state

〈QC
EE-MCMMΦC〉 -14.3 (3.8) 0.8 (2.1)

〈QC
EE-MCMMΦH〉 6.3 (1.3) 10.0 (1.1)

〈QC
EE-MCMMΦCl′〉 -3.4 (2.7) -67.7 (9.4)

〈QC
EE-MCMMΦCl〉 -149.6 (10.0) -67.7 (9.4)

total -148.4 (10.4) -104.7 (8.6)

Figure 3. Radial distribution functions between the chloride
in the solute and the hydrogen in solvent water: reactant Cl-H
(solid line), reactant Cl′-H (dashed line), and TS Cl-H (dotted
line).

1034 J. Chem. Theory Comput., Vol. 4, No. 7, 2008 Letter



Figure 4. Equipotential contours of the EE-MCMM potential energy. The abscissa is the reaction coordinate z. The ordinate is (a)
the sum of the length of the two C-Cl bonds, w ) RCCl + RCCl′, (b) the length of the C-H bond, RCH, (c) the difference between the
electrostatic potential on the Cl atom and that on the Cl′ atom, ω ) ΦCl′ - ΦCl, and (d) the electrostatic potential on the Cl atom, ΦCl.
Contour labels are in kilocalories per mole. Contours are spaced (a) from -100 to -70, (b) from -95 to -65, (c) from -115 to -80,
and (d) from -120 to -75 by 5 kcal/mol. The zero of energy is at infinitely separated reagents in the gas phase.

Figure 5. Equipotential contours of U12(q,Φ). The axes are the same as in Figure 4. Contour labels are in kilocalories per mole.
Contours are spaced (a) from 15 to 45, (b) from 25 to 55, (c) from 10 to 45, and (d) from 5 to 50 by 5 kcal/mol.
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eters for the solute atoms were taken from the AMBER force
field,87 and the TIP3P model88 was used for solvent-water
molecules.

The EE-MCMM/MM MD simulation calculations were
performed with periodic boundary conditions by the AMBER 9
package89 combined with the MC-TINKER program. A cubic unit
cell was used with a box length of 31.2 Å; this contains one
solute (Cl- + CH3Cl′) and 1021 water molecules with a density
of 1.0 g/cm3 for water molecules. For the long-range electrostatic
interaction, we used the tapering method implemented in the
TINKER program,90 where the electrostatic interaction smoothly
becomes zero at 15 Å. A cutoff of 15 Å was also employed for
the Lennard-Jones interactions. The equations of motion were
integrated by the velocity Verlet method91 with a time step of
0.5 fs at a temperature of 300 K. The SHAKE algorithm92 was
used to fix the intramolecular distances of the water solvent
molecules.

To calculate the PMF along the reaction coordinate, we used
the umbrella sampling method. We employed 21 umbrella
sampling windows along the reaction coordinate z with harmonic
restraining force constants 30-90 kcal mol-1 Å-2. For each
umbrella sampling window, we began with a 10 ps MD
trajectory calculation for equilibration, followed by a 40 ps
calculation for statistical sampling. The probability distributions
for each window were pieced together with the weighted
histogram analysis method93–95 to compute the PMF.

4. Results and Discussion
The calculated aqueous PMF is presented in Figure 2. We also
show the gas-phase potential energy profile along the reaction
coordinate of the gas-phase reaction in Figure 2. The two curves
are quite different because of the solute-solvent interaction.
The free energy barrier between the reactant (z ) -2.0 Å) and
the transition state (TS; z ) 0.0 Å) is found to be 25.3 kcal/
mol, which agrees well with the experimental96 activation free
energy, 26.6 kcal/mol, and with previous46 theoretical work.

In order to understand the differences between the QM/MM
electrostatic interaction energy at the reactant and at the TS,
we compared the contributions from the individual solute atoms
according to eq 10. Note that the partial charges as well as the
electrostatic potentials fluctuate in the EE-MCMM/MM MD
simulation; therefore we averaged Qa

EE-MCMMΦa over the
trajectories corresponding to a finite interval around a given
value of z. (In particular, the trajectories with -0.05 Å e z e
+0.05 Å were averaged to obtain the value for the TS, z ) 0.0
Å, and the trajectories with z )-2.0 Å ( 0.05 Å were averaged
for the reactant, z ) 2.0 Å.) The results are shown in Table 1.
The table shows that the chloride anion in the reactant interacts
strongly with the solvent. In fact, the radial distribution functions
between the chloride in the solute and the hydrogen atoms of
water show much different character for the reactant and the
TS (Figure 3). The sharp peak between the chloride anion and
hydrogen at the reactant is a signature of the strong hydrogen
bonding. There are no peaks in the first solvation shell between
the chlorine atom of CH3Cl and hydrogen. The standard
deviations of the QM/MM electrostatic interaction energies are
also shown in Table 1. The ratio of the standard deviation to
the value of 〈QCl

EE-MCMMΦCl〉 at the TS is larger than that at
the reactant. These fluctuations of the interaction energies are

related to the fluctuations of the charges; the charge fluctuation
at the reactant is smaller because the charge of the chloride anion
is almost equal to -1 in the MD simulation, with a standard
deviation of only 0.005, whereas the average value of the charge
on either chlorine at the TS is -0.703, with a standard deviation
of 0.034. This may be compared to the gas-phase charge on
the chlorine at the gas-phase TS, which is -0.645.

We present equipotential contour plots of the EE-MCMM
potential energy and U12(q,Φ) in Figures 4 and 5. The abscissa
is taken as the reaction coordinate z, and the ordinate is (a) the
sum of the length of the two C-Cl bonds, w ) RCCl + RCCl′,
(b) the length of the C-H bond, RCH, (c) the difference between
the electrostatic potential on the Cl atom and that on the Cl′
atom, ω ) ΦCl′ - ΦCl, and (d) the electrostatic potential on
the Cl atom, ΦCl. The remaining coordinates are taken from
the gas-phase TS geometry (RCH ) 1.065 Å, w ) 4.594 Å, and
∠ HCCl ) ∠ HCCl′ ) 90°), and the remaining electrostatic
potentials in the electrostatic potential distribution are taken from
the average electrostatic potential during the EE-MCMM/MM
MD simulation at the TS (ΦC ) 3.444 V, ΦH ) 3.314 V, ΦCl

) ΦCl′ ) 4.162 V, and, in case c, ΦCl + ΦCl′ ) 8.324 V). The
change of U12 is smaller than that of the EE-MCMM potential
energy because the diagonal terms U11 and U22 can describe
the main change of the EE-MCMM potential energy at the
reactant and product. Although the effects of the electrostatic
potential Φ on U12 are smaller, U12 surely depends on Φ.
Therefore, it is important to consider the dependence of U12 on
the external electrostatic potential Φ. Table 2 shows average
values and standard deviations of the matrix elements of
UEE-MCMM and the EE-MCMM potential energy VEE-MCMM

at the TS in the EE-MCMM/MM MD simulation. The standard
deviation of U12 is smaller than that of VEE-MCMM, which
indicates that the change of U12 is smaller than that of
VEE-MCMM as in the case of Figures 4 and 5.

In previous work,42 two different strategies, called QM/
MM-MCMM and MCMM/MM, were proposed for combining
MCMM with MM, and QM/MM-MCMM was applied to the
reaction of complex molecules in the gas phase. The number,
NMM, of MM atoms in these examples was 4 and 24,
respectively. The present EE-MCMM/MM approach is more
similar to MCMM/MM; however, it eliminates the chief
drawback of MCMM/MM, namely, that it corresponds to
mechanical embedding, whereas EE-MCMM/MM corresponds
to electrostatic embedding. This was an unfortunate disadvantage
of MCMM/MM because it had the attractive feature of requiring
one to handle only 3NQM × 3NQM Hessians, whereas the
Hessian size in QM/MM–MCMM is 3(NQM + NMM) × 3(NQM

+ NMM), which would be cumbersome (unless simplifying
approximations were made) for simulating enzyme-catalyzed
reactions for which NMM is larger than NQM by a factor of 102

or 103. The need for electrostatic embedding rather than

Table 2. Average Values and Standard Deviations of
Matrix Elements and EE-MCMM Energy at the TS in the
EE-MCMM/MM MD Simulation.

average standard deviation

U11, U22 -47.7 11.7
U12 49.0 2.1
VEE-MCMM -97.2 8.6

1036 J. Chem. Theory Comput., Vol. 4, No. 7, 2008 Letter



mechanical embedding has been emphasized
elsewhere,5,8,10,15,17,33,34,97 and the arguments need not be
repeated here. EE-MCMM/MM includes electrostatic embed-
ding, but it keeps the QM Hessian size manageable, at 4NQM

× 4NQM. Note that the simulations reported here involve 1.05
ns of simulation time with a time step of 0.5 fs. Since the
velocity Verlet algorithm requires one gradient per step, the total
number of gradient calculations is 2.1 × 106. In a direct
dynamics calculation, this would require 2.1 × 106 electronic
structure gradients. However, the EE-MCMM input is only
eight 24 × 24 Hessians. If the Hessians with respect to
coordinates were evaluated by central differences of gradients
and the Hessians with respect to electrostatic potentials were
evaluated by central differences of charges, this would require
only 2.7 × 103 gradient calculations and 2.1 × 103 charge
calculations. The effort for QM calculations is thereby reduced
by more than a factor 500. (Note that, because the first
derivatives with respect to the electrostatic potentials are the
partial charges, as shown in eq 4, the computational cost to
calculate them is much lower than that to calculate the first
derivatives with respect to the coordinates. Note also that if the
symmetry of the solute molecule is considered, the number of
gradient calculations is much lower.) If analytic Hessians98 or
partial Hessians39 are employed, the savings are even greater,
and if simulation times longer than 1.05 ns are considered, the
electronic structure cost for direct dynamics is proportional to
simulation time, whereas the electronic structure cost of
EE-MCMM is fixed.

5. Conclusion

In the present study, we presented a combined EE-MCMM
and MM method by replacing the electrostatically embedded
QM energy in QM/MM with the EE-MCMM potential energy.
We illustrated this method by applying it to carry out a
molecular dynamics simulation of the reaction Cl- + CH3Cl′
f ClCH3 + Cl′- in aqueous solution using hybrid DFT for the
QM region. We used these EE-MCMM/MM MD simulations
to compute the PMF. The free energy barrier is calculated to
be 25.3 kcal/mol, which is in good agreement with the
experimental estimates. We also compared the contribution from
the individual solute atoms of the QM/MM electrostatic
interaction energy.

On the basis of the present results, we conclude that the
EE-MCMM/MM method is a very powerful tool for studying
reactions in the condensed phase. It is noteworthy that it is
straightforward (using, for example, link atom methods that have
been extensively developed2,3,6,8,10,17,20,29,97,99–101 in the context
of previous QM/MM methods) to apply this method to a system
that involves covalent bonds between the QM and MM regions,
such as many reactions catalyzed by enzymes or heterogeneous
catalysts.
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Abstract: The properties of a highly concentrated aqueous lithium chloride solution (|LiCl| )
14 mol L-1) are investigated using Car-Parrinello molecular dynamics. The coordination spheres
of lithium ions, chloride ions, and water molecules are described successively. On the whole,
our simulation provides resultssdistances and coordination numberssin very good agreement
with experimental data. The lithium solvation shell is found to exhibit a tetrahedral configuration
on average, with three stable clusters observed during the simulation: Li+-4H2O, Li+(H2O)3Cl-,
and Li+(H2O)2(Cl-)2. The chloride coordination sphere is logically formed by strong Cl-H
hydrogen bonds with neighboring water molecules, for a mean coordination number of 4.4. The
structuring of water molecules is strongly affected by the high concentration in LiCl. The hydrogen
bond network is globally broken down, but little variation is calculated on water dipoles (µ )
3.07 D) because of the strong polarization from Li+ and Cl- ions. We also point out some of the
characteristic features of such a highly concentrated solution: water bridging between Li+ and
Cl- hydration spheres, Li+-Cl- ion-pairing, and intermediate behavior between dilute solutions
and molten salts. Finally, the reliability of our simulation to describe ion-pairing is discussed.

1. Introduction
Lithium chloride aqueous solutions have been extensively
studied because of their implication in many fields: biology,
medicine, or electrochemistry. LiCl also dissolves outstand-
ingly well in water because of the strong difference in the
ionic radius between lithium and chloride ions,1,2 making
them suitable prototypes to investigate the properties of ionic
complexes in highly concentrated aqueous solutions. To date,
there has been considerable experimental work on the
properties of LiCl solutions, with various methods: visco-
simetry measurements,3,4 NMR and Raman spectroscopies,5,6

X-ray diffraction,7–10 and especially neutron diffraction.9,11–21

Yet, the isotopic substitution technique used to analyze
neutron diffraction patterns22,23 has been several times called
into question because of large statistical errors.17,23 More
generally, all of these methods do not provide access to the
detailed microscopic structure of LiCl, and the structuring
of water surrounding the ions is usually clouded by the bulk
water response. Theoretical methods, based on QM/MM,24,25

Monte Carlo,26,27 classical molecular dynamics approaches,2,28–31

have been proposed to overcome such limitations, successfully
or not. For instance, classical molecular dynamics seem to
be dramatically dependent on the type of model used to
describe the atomic interactions and, in particular, whether
polarizability effects are considered. Egorov et al.28 have
compared the results from three different interaction poten-
tials on LiCl solutions over a wide range of concentrations.
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They found that the structure of the Li+-H2O interaction is
indeed strongly dependent on the potential, with coordination
numbers ranging from 4 to 6.

For a few years now, first principles molecular dynamics
have been carried out to study ion solvation in water at low
concentrations, and results are globally in very good agree-
ment with experimental data.32–44 They provide a fine
description of the microstructure of both the solute and
solvent and should thus enable the treatment of LiCl solutions
in a more unbiased way than classical molecular dynamics.
These simulations pave the way for the study of electrolyte
solutions at higher concentrations as well as the study of
solvation effects of metal ions in electrolyte solutions.

For instance, highly concentrated solutions of lithium
chloride have been used to model the complexation of
chloride ions to trivalent f elements,45 complexes that are
assumed to be formed in geological salt formations when
nuclear wastes are being stored. Yet, the coordination sphere
of f elements in LiCl aqueous solutions is still uncertain (see
ref 46 and references therein for more details), and theoretical
studies could thus help to clarify this aspect. In the following,
we study the local structure of a highly concentrated lithium
chloride solution (|LiCl| ) 14 M) with Car-Parrinello
molecular dynamics47 based on density functional theory
(DFT). Previous works have demonstrated the ability of DFT
to describe the solvation of Li+ and Cl- ions at infinite
dilution.34–36,41,43,48 Yet, to our knowledge, such a technique
has never been applied to LiCl aqueous solutions. Our
ultimate goal is to use ab initio molecular dynamics to
investigate the coordination sphere of trivalent f elements
in such a solution. The present work must thus be considered
as a preliminary step to check the reliability of our calcula-
tions as well as a way to solve some of the uncertainties
that still remain about the local structure of LiCl solutions
at high concentrations.

2. Computational Details

The simulation was performed with the CPMD code.49 The
BP86 GGA functional50 was applied throughout as this
functional has already proved to provide a reliable description
of f elements complexes,51,52 while it leads to a reasonable
description of pure water.53 We have thus kept this functional
in order to ensure a consistent study with the next work
including f elements (see the Introduction). Troullier-Martins
norm-conserving pseudopotentials54 were used along with
the Kleinman-Bylander decomposition for all Li, Cl, O, and
H atoms.55 The reference electronic configurations for O,
H, and Cl were the neutral atoms. Pseudization radii of s )
p ) 1.52 au for chlorine, 2s ) 2p ) 3d ) 1.05 au for oxygen,
and 1s ) 2p ) 0.5 au for hydrogen atoms were used. The
pseudopotentials for BP are similar to those used in ref 36
for the simulation of Cl- in liquid water, where they were
shown to correctly describe the chloride-water interaction.
For lithium, we have employed a semicore pseudopotential
starting from Li+ as a reference configuration. The pseud-
ization radius of the 1s electrons was set to 0.51 au. In the
CPMD simulation, the electronic wave functions have been
expanded in a plane-waves basis set up to the energy cutoff

of 70 Ry. Pseudopotentials and the cutoff were checked on
Cl--H2O and Li+-H2O systems by comparing the CPMD
optimized structures and interaction energies with that
obtained from Gaussian 03 (MP2 and BP86, 6-311++G(d,p);
ref 56). Discrepancies are very low between CPMD and G03/
BP86 calculations, and they do not exceed 0.09 Å on
distances and 1.5 kcal/mol on energies with respect to MP2
results (see Table 1).

A preliminary classical molecular dynamics step was
performed with the Moldy package57 to get a reliable initial
configuration for the CPMD simulation as well as to
determine an adequate size for the periodic box. The
Lennard-Jones 12-6 potential was taken from Dang58 fol-
lowing the previous simulations by Egorov et al.28 Simula-
tions were carried out for 400 ps on three different sizes of
box with a density of 1.196 corresponding to a concentration
of 14 M (box 1, 243 H2O, 50 LiCl; box 2, 60 H2O, 12 LiCl;
box 3, 30 H2O, 6 LiCl). The system containing 30 H2O, 6
Cl-, and 6 Li+ was found to give reasonable results
compared to larger boxes and was thus kept for the CPMD
simulation.

The Car-Parrinello simulation was performed in a cubic
box of size 10.33 Å with periodic boundary conditions. To
ensure an accurate description of structural properties, we
have taken the fictitious mass µ ) 200 au, while the time
step was set to 3.0 au (0.072 fs). This choice should allow
for negligible dependency of our results with respect to the
unphysical parameter µ.59 The temperature was first fixed
to 300 K for 5 ps to make the system equilibrate, and then
the trajectories were sampled for 25 ps in the NVE ensemble.
To compute molecular dipole moments, the maximally
localized Wannier functions60 were collected every 10 steps
for the first 15 ps of the simuation.

In the following, the program VMD61 was used for
visualizations. Radial distribution functions g(r) were also
analyzed with VMD. Corresponding g(r) results are presented
from 0 to 5 Å to avoid double-counting due to periodic
boundary conditions.

3. Results and Discussion

3.1. Lithium Ions Coordination Sphere. The radial
distribution functions of lithium ions are depicted in Figure

Table 1. Comparison of Geometries and Interaction
Energies (Eint) between Gaussian 03 (DFT or MP2) and
CPMD (BP86, Trouiller-Martins Pseudopotentials)
Calculationsa

G03/MP2/
6-311++G(d,p)

G03/BP86/
6-311++G(d,p)

CPMD/
BP86

Li+-H2O
d(Li-O), Å 1.86 1.86 1.86
d(O-H), Å 0.96;0.96 0.97;0.97 0.98;0.98
(LiÔH), deg 127.6;127.6 127.4;127.4 126.7;128.3
Eint, kcal/mol -33.4 -32.5 -32.4

Cl--H2O
d(Cl-H), Å 2.15 2.10 2.06
d(O-H), Å 0.98;0.96 1.01;0.97 1.02;0.97
(HÔCl), deg 165.4 168.8 174.1
Eint, kcal/mol -13.7 -15.2 -15.2

a Gaussian interaction energies are BSSE-corrected.
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1, while the first peaks are detailed in Table 2. We first focus
on the interaction between Li+ and water molecules. The
first Li-O peak at 2.01 Å compares nicely with the
experimental values determined by neutron diffraction. This
first peak is quite sharp. It is followed by a well-defined
minimum, which indicates that the lithium first hydration
sphere is fairly rigid and clearly separated from the second
one. This may be the result of the small size and high
electronegativity of the Li+ ion, which makes the Li-O
interaction quite strong and thus prevents the exchange of
water molecules with outer hydration spheres. Actually,
comparisons with studies at lower concentrations in LiCl
show that the Li-O distance is rather constant, whereas the
coordination number is much more dependent on concentra-
tion.17 From the integration of the first peak of g(r), we found
3.5 water molecules on average around each lithium ion
(Table 2). Such a value does not mean that the lithium
coordination sphere is mobile but comes from a balance
between three stable clusters: Li+-4H2O, Li+(H2O)3Cl-, and
Li+(H2O)2(Cl-)2. There are indeed several occurences of
Li+-Cl- ion pairing, as will be discussed in section 3.5.
For all three clusters, the total coordination number of Li+

ions is 4. Actually, we observe four Li+-4H2O clusters, one
Li+(H2O)3Cl- cluster, and one Li+(H2O)2(Cl-)2 cluster,
leading to the calculated Li-O coordination number of 3.5.
Such a value is in agreement with experimental data, but
longer and probably larger simulations are needed to provide
a definitive picture (see also the discussion in section 3.5).
Snapshots illustrating these three clusters are displayed in
Figure 2. The oxygen atoms of the water molecules and the
chloride ions occupy the vertices of a slightly distorted
tetrahedron. The angular distribution (O-Lî-O) is centered
at 108.6° and shows that a tetrahedral-like configuration
(109°) is indeed found.

The impact of the lithium ion on the second coordination
sphere is much less pronounced. As can be seen from Figure
1, the second peak of gLiO is located around 4 Å but is rather
flat and not well-resolved. It also partially penetrates into
the following peak, suggesting an exchange between the
water molecules of the second hydration shell and the bulk.
The agreement with the experimental value (4.4-4.7 Å; ref
7) becomes poorer, but this is the only experimental result
we have found describing the second solvation shell. Note
that the concentration in this work is lower than ours (10
M).

Even so, the second peak shows evidence of the structuring
of the lithium second coordination sphere, as sketched in
Figure 3. The Li-O distance is 2.0 Å, while, as will be
shown in section 3.3, the O-O distance is around 2.8 Å
(Table 2). If the solution was totally unstructured, we should
observe the second peak for the Li-O interaction around
4.8 Å. In our simulation, this distance is reduced to 4.0 Å.
From Figure 3, it is then clear that the (Li-Ô-O) angle is
near 109°, that is, close to a tetrahedral configuration around
oxygen atoms of the first solvation shell.

3.2. Chloride Ions Coordination Sphere. As for the
lithium coordination sphere, we give in Figure 4 the radial
distribution functions for the Cl- ion, while more details on
the main peaks can be found in Table 3. The positively
charged hydrogen atoms of the water molecules are oriented
toward the negatively charged chloride ions, forming hy-
drogen bonds. The first peak is thus due to the Cl-H
interaction and is calculated at 2.13 Å. It is well-defined,
but the nonzero minimum of the radial distribution function
indicates that the water molecules in the first coordination
sphere are more mobile than with the lithium ion. Integration
yields to a coordination number of 4.4 hydrogen atoms
around each chloride ion, but this is not straightforward to
interpret. Indeed, because of ion pairing, the radial distribu-
tion function of Cl-O interaction takes into account water
molecules that belong to the lithium first coordination sphere.
This could explain how we can find more oxygen atoms (5.7)
than hydrogen atoms (4.4) around each chloride ion.

The second Cl-H peak is not sharply defined, lying
around 3.6 Å. In Figure 4, we observe that it is actually
divided into two lower peaks, showing that the different
hydration shells can interpenetrate each other.

Even though the chloride first hydration sphere is found
to be rather flexible, hydrogen bonds should be nevertheless
quite strong, as it is well-known that hydrogen bonds
involving charged ions feature high binding energies. This

Figure 1. Radial distribution function g (full line) and coor-
dination number cn (dashed line) for the Li+-O, Li+-H, and
Li+-Cl- interactions.
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can be assessed through intermolecular distances, as shorter
interatomic distances correspond to stronger hydrogen
bonds.62 In our simulation, the Cl-H distance (2.13 Å) is
clearly shorter than the sum of the Cl- and H radii (rCl- )
1.81 Å, rH ) 0.53 Å), and Cl-H hydrogen bonds must thus
be rather strong and stable. As given in Table 3, the first
oxygen atoms are found at 3.13 Å, which exactly corresponds
to the sum of the Cl-H distance (2.13 Å) and the O-H
distances (1.01 Å). This indicates that the Cl-H2O interaction
is quite directional with (Cl-Ĥ-O) = 180°. Such an
intermediate position of the hydrogen atom along the
connecting line between Cl and O atoms is also very
favorable for the hydrogen bond strength.63

To get further insights into chloride ions’ behavior, the
gCl-Cl radial distribution function is also plotted in Figure 4.
In agreement with neutron diffraction patterns,11,64 there are
two dominant peaks. They are badly resolved because the
total number of chloride ions in the simulation box is too
low, and the statistics are thus rather inaccurate. The first
peak is calculated at 3.81 Å, versus 3.75 Å and 4.2 Å for
the experimental counterparts. In our simulation as well as

in experimental measurements, this peak is assigned to the
interaction between the chloride ions involved in ion pairing.
It is actually quite characteristic of LiCl molten salts, for
which it is indeed attributed to Li+-Cl- direct contact.11

Table 2. Structural Parameters for the Li+ Hydrationa

CPMD calc. experiment

r, Å cn r, Å cn |LiCl| technique ref

Li-O, 1st peak 2.01 3.5 1.95 ( 0.02 3.3 ( 0.5 9.95 m ND 15
1.96 ( 0.02 3.2 ( 0.2 14 m ND 17
2.01 ( 0.05 4 ( 1 9.5 m ND 19
2.22 ( 0.02 4 13.75 M ND 9
1.95 ( 0.02 3.3 ( 0.5 9.95 m ND 20

Li-O, 2nd peak =4.0 4.4-4.7 10 M XRD 7
4.5 9.95 m ND 15

Li-H, 1st peak 2.60 =8.7 2.50 ( 0.2 9.95 m ND 15
2.52 ( 0.02 14 m ND 17
2.61 ( 0.05 9.5 m ND 19
2.68 ( 0.01 13.75 M ND 9
2.50 ( 0.02 9.95 m ND 20

Li-Cl, 1st peak 2.41 0.5 2.76 1.5 12.8 m ND 74
Li-Cl, 2nd peak 4.38 3.28 7.4 12.8 m ND 74

a r is the interatomic distance, and cn is the coordination number. ND, neutron diffraction; XRD, X-ray diffraction. M ) mol L-1; m ) mol
kg-1.

Figure 2. Representation of the three stable clusters for the
lithium coordination sphere. Lithium is in green, chloride in
blue, oxygen in red, and hydrogen in white.

Figure 3. Sketch of the interaction between one lithium ion
and two water molecules.

Figure 4. Radial distribution functions g (full line) and
coordination number cn (dashed line) for the Cl--O, Cl--H,
and Cl--Cl- interactions.
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Degreve and Mazzé2 have noticed that a Cl-Cl distance
around 3.8 Å is close to the sum of the ionic radii of two
chlorides (rCl- )1.81 Å) and that such a short distance
between two anions is only possible if a cation is close
enough to provide electrostatic stabilization. This is particu-
larly the case for the observed Li+(H2O)2(Cl-)2 cluster,
although a coordination number around 0.7 indicates that
this is not the only occurrence of Cl-Cl close contact. In
contrast, the second peak found in the interval from 4.5 to
5.7 Å (as explained in the Computational Details, the radial
distribution function is strictly valid only between 0 and 5
Å, so the reliability of the second peak at 5.3 Å is
questionable), with a maximum at 5.3 Å, is consistent with
the usual distance between two solvated chloride ions at a
lower dilution. This has already been suggested by Neilson
and Enderby65 for a dilute solution of NiCl2. It is interesting
to compare these two peaks, as they underline the intermedi-
ate character of our concentrated LiCl solution (14 M)
between a dilute solution (2nd peak) and a molten salt (1st
peak). The first peak, experimentally observed, is a signature
of Li-Cl ion pairing in highly concentrated LiCl solutions.

3.3. Water Structure. Distances and coordination num-
bers for water molecules in concentrated lithium chloride
(14 M) are listed in Table 4. Radial distribution functions

for the O-H and O-O interactions are also displayed in
Figure 5. They are compared to available experimental results
for LiCl solutions at close concentration. In the last columns,
data for pure liquid water are also presented for comparison.
In order to make the analysis easier, the main peaks are
classified according to their nature: intramolecular (“intra”),
intermolecular (“inter”), or hydrogen-bonding (“H-bond”)
interactions.

In Table 4, the peak centered at 1.01 Å is logically
associated with the intramolecular O-H bond, in agreement
with experimental values. As observed by Jal et al.18 with
neutron diffraction, no discrepancy is found in the intramo-
lecular water structure with respect to pure water. There is
in contrast a small increase in the H-H intramolecular
distance with respect to pure water, but there is no straight-
forward link with the interaction with Li+ and Cl- ions. In
particular, the angular distribution (H-Ô-H) is centered at
104.4° and remains close to the value in pure water (104.5°,
ref 66).

As could be expected, the hydrogen-bonding network is
more affected. We globally observe a strong reorganization
of the bulk solvent with respect to dilute solutions. In pure
water, molecules are usually arranged in a tetrahedral
network: each oxygen atom accepts two hydrogen bonds

Table 3. Structural Parameters for the Cl- Hydrationa

CPMD calc. experiment

r, Å cn r, Å cn |LiCl| method ref

Cl-O, 1st peak 3.13 5.7 3.10 11 M XRD 10
3.29 ( 0.04 5.3 ( 0.2 9.95 m ND 14

Cl-H, 1st peak 2.13 4.4 2.22 ( 0.02 9.95 m ND 14
2.24 4.4 ( 0.3 14.9 m ND 11
2.225 9.2 M ND 18
2.238 ( 0.006 13.75 M ND 9

Cl-H, 2nd peak 3.59 3.5-3.7 9.95 m ND 14
3.56 ( 0.04 14.9 m ND 11
3.625 9.2 M ND 18

Cl-Cl, 1st peak 3.81 =0.7 3.75 ( 0.03 2.3 ( 0.3 14.9 m ND 11
4.2 ( 0.1 1.2 ( 0.5 8.6 m ND 64

Cl-Cl, 2nd peak 5.3 6.38 ( 0.03 10.0 ( 0.5 14.9 m ND 11
6.4 ( 0.2 7.0 ( 1.0 8.6 m ND 64

a r is the interatomic distance, and cn is the coordination number. ND, neutron diffraction; XRD, X-ray diffraction. M ) mol L-1; m ) mol
kg-1.

Table 4. Structural Parameters for the Water Moleculesa

CPMD, calcd experiment, LiCl experiment, pure water

r, Å cn r, Å cn |LiCl| method ref r, Å cn ref

O-H, 1st peak, intra 1.01 2.0 0.97 ( 0.02 10 m ND 12 1.02 ( 0.02 76
0.97 9.2 M ND 18 0.966 ( 0.006 77
0.970 ( 0.002 13.75 M ND 16
0.940 ( 0.005 13.75 M ND 9

O-H, 2nd peak, H-bond 1.71 3.0 (1.0) 1.8 ( 0.1 10 m ND 12 1.87 ( 0.04 76
O-H, 3rd peak, inter 3.20 3.5 ( 0.4 10 m ND 12 3.3 ( 0.2 76
H-H, 1st peak, intra 1.60 1.0 1.55 ( 0.02 10 m ND 12 1.50 ( 0.02 1.2 ( 0.1 76

1.57 9.2 M ND 18 1.51 ( 0.03 77
1.59 ( 0.01 13.75 M ND 16
1.487 ( 0.006 13.75 M ND 9

H-H, 2nd peak, H-bond 2.26 3.8 (2.8) 2.3 ( 0.06 10 m ND 12 2.44 ( 0.04 6.0 ( 0.4 76
H-H, 3rd peak, inter =3.65 3.8 ( 0.2 10 m ND 12 3.8 ( 0.2 30 ( 4 76
O-O, 1st peak, H-bond 2.71 3.0 2.85 13.75 M ND 9
O-O, 2nd peak, inter 3.26 5.3 (2.3) 3.6 5.2 ( 0.04 78
O-O, 3rd peak, inter =4.25 4.5 78

a r is the interatomic distance, and cn is the coordination number. Coordination numbers in parentheses correspond to the real
integration; i.e., they take into account previous peaks. ND, neutron diffraction. M ) mol L-1; m ) mol kg-1.

1044 J. Chem. Theory Comput., Vol. 4, No. 7, 2008 Petit et al.



from neighboring water molecules, and nearly every hydro-
gen atom interacts with another oxygen atom. In our
simulation, oxygen atoms accept only one hydrogen bond
on average, as the H-bond peak of gOH integrates for 1.0.
Disruption of the water structure is further suggested by the
mixing of gHH peaks at a high LiCl concentration, which
are normally well-defined at 2.44 and 3.8 Å in pure water.
The length of O · · ·H hydrogen bonds is more difficult to
understand. We can indeed expect from the general break-
down of the solvent structuring that hydrogen bonds should
be weakened in our solution with respect to pure water, and
so their length should increase. In Table 4, we observe the
opposite trend: the O-H hydrogen bonds goes from 1.87 Å
in pure water to 1.71 Å in our calculations. This shortening
may be overestimated in our simulation, but the global trend
is actually correct, as can be seen from the available
experimental data on LiCl solutions (1.8 Å, see Table 4).
We think this could be the result of a positive cooperation
effect between ions and water molecules. Oxygen atoms
interacting with lithium ions are strongly polarized; their
hydrogen atoms become more acidic, and thus hydrogen
bonds can be locally strengthened.

Finally, because of the high concentration in LiCl, there
is a deficiency in water molecules in our solution. Lithium
and chloride ions must then share their coordination sphere,
and indeed we observe several occurrences of water-bridging
configurations in our simulation. Figure 6 shows how they
arrange one another, the negatively charged oxygen atoms
interacting with the cation Li+, while the positive hydrogen
atoms are oriented toward chlorides. No bifurcated hydrogen
bond, that is, one chloride anion forms two hydrogen bonds
with the two hydrogen atoms of a water molecule, is
nevertheless observed during the simulation.

3.4. Dipole Moments. In order to assess these effects on
the electronic structure of water molecules, we have esti-
mated their dipole moments. The molecular charge distribu-
tion was studied using maximally localized Wannier func-
tions. These provide an unambiguous way to assign dipole
moments to molecules. The dipole moment of water mol-
ecules in pure water has been previously estimated with
Car-Parrinello molecular dynamics as being on the order
of 3.0 D by Silvestrelli and Parrinello.2,68 This value is very
close to the value proposed by Badyal et al.,69 2.9 ( 0.6 D,
for pure water, from an analysis of the experimental X-ray
diffraction form-factor. Other theoretical values were also
proposed; see, for instance, refs 68- 72. The dipole moment
distribution found in our simulation features a main peak at
3.07 D (Figure 7). We thus do not find a strong influence of
the electrolytes on the dipole moment of water molecules.
The effect of broken hydrogen bonds is compensated by the
strengthening of the remaining bonds and polarization by
the Li+ and Cl- ions.

3.5. Discussion. In order to rationalize the structuring of
water in electrolyte solutions, Collins1 has proposed a general
principle in which ions are classified as being either structure-

Figure 5. Radial distribution functions g (full line) and
coordination number cn (dashed line) for the O-H and O-O
interactions.

Figure 6. Water bridging between Li+ and Cl- ions: lithium
in green, chloride in blue, oxygen in red, and hydrogen in
white.

Figure 7. Distribution of the dipole moment of water mol-
ecules in |LiCl| ) 14 M.
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maker or structure-breaker ions. Structure-maker ions bind
tightly to water molecules and thus form well-defined
ion-water complexes. In contrast, structure-breaker ions give
weak interactions with water molecules, and their hydration
sphere is thus quite mobile. The lithium ion is small, with a
high charge density, and is thus classified as a structure-
maker ion. Its interaction with surrounding water molecules
is quite strong, and its hydration sphere is oriented so as to
give favorable electrostatic interactions.73 Chlorides are
usually considered to be structure-breaker ions because of
their fairly large ionic radii, and their hydration sphere is
thus much more flexible than for lithium. Hribar et al.73 have
shown with Monte Carlo simulations that the organization
of water molecules results from a balance between two
competitive effects: the ion-water interaction, which is
governed by electrostatic effects (charge densities), and
water-water interactions that are stabilized by hydrogen
bonding. They confirmed that, for small cations like Li+,
the high charge density favors strong electrostatic interactions
with nearby water molecules, but such a strong ordering of
water molecules also decreases their ability to form a well-
structured hydrogen-bond network. This is indeed what we
observe in the present simulation.

According to Collins’ classification also,1 ion pairing
mainly occurs between similarly sized ions that belong to
the same category, either structure-maker or structure-
breaker. Thus, lithium and chloride ions should have a low
tendency to get in direct contact, and they best remain apart
in solution, explaining their high solubility in water. Even
so, there has been a long debate about the occurrence of ion
pairing between Li+ and Cl- ions for highly concentrated
solutions.

A very recent simulation with the reverse Monte Carlo
method has shown that there was no chloride ion within the
lithium first coordination sphere, even at saturation.27 Yet,
most neutron diffraction works,11,17,64,74 many of them quite
recent, have evidenced ion pairing for concentrated solutions,
either directly through the Li+-Cl- radial distribution
function or indirectly with the Cl--Cl- interaction around
3.8 Å, as discussed in section 3.1.11,64 Rudolph et al.6 have
studied, with Raman spectroscopy, aqueous LiCl solutions
from saturation to low concentration. They also showed that
ion pairing occurs at high concentrations through the Li-Cl
vibration around 376 cm-1, which was not observed for a
more dilute solution. X-ray Compton scattering experiments75

as well as molecular dynamics simulations2,30 also support
the existence of ion pairing.

In our simulation, there is clear evidence that chloride can
enter the lithium first coordination sphere, as we find the
Li-Cl mean distance to be 2.41 Å, versus 2.01 Å for the
first oxygen atoms and 2.60 Å for hydrogen atoms (see Table
2). This peak is badly resolved but is quite thin and integrates
for 0.5 chloride on average (see Figure 1). Only one piece
of experimental data is available for this distance, from
Ichikawa et al.,74 and exhibits a Li+-Cl- direct contact
around 2.76 Å. Degreve and Mazzé2 have obtained from
molecular dynamics a distance of 2.20 Å. With increasing
LiCl concentration, the number of water molecules available
to interact with the lithium ion becomes smaller, and at

14 M, there are not enough water molecules left to complete
the lithium cation coordination sphere. Chlorides can then
penetrate the lithium hydration shell to form ion pairs, as
represented in Figure 2.

In the Computational Details, we have specified that the
starting configuration for the ab initio MD simulation is based
on a classical molecular dynamics calculation performed with
the Lennard-Jones potential, as proposed by Dang.58 This
preliminary step already predicts direct contact between Li+

and Cl- ions, and we logically wondered if this initial
configuration could have biased our results. Indeed, the
concentration in our simulation is so high that atoms could
hardly be displaced from their position at the end of the
classical MD step. We have thus compared the Li+-Cl-

radial distribution function patterns in our simulation with
that obtained by Egorov et al.28 from the Dang potential with
classical MD for the Li-Cl interaction. Results are rather
close since both plots show a quite pronounced first peak
around 2.4 Å, followed by a smoother peak between 4 and
5 Å. The residence time of water molecules around lithium
ions is usually assessed in the range 30-100 ps,30,31 so no
full reorganization of water in the lithium coordination sphere
is expected from an ab initio simulation. In contrast, the
Li+-Cl- interaction has been calculated to be much shorter,
on the order of 4.5 ps, and our simulation should thus be
long enough (30 ps total) to allow the breakdown of ion
pairing. And indeed, we do observe chloride exchange in
the lithium first coordination sphere during our simulation.
In Figure 8, we have represented how one of these exchanges
occurs: starting at the end of the thermalization (4.9 ps), one
chloride ion enters a lithium coordination sphere. There are
then five neighbors around the lithium ion (2Cl- + 3H2O),
whereas the common coordination number is 4. Because of

Figure 8. Exchange of chloride ions in lithium first coordina-
tion sphere. Distances are given in angtröms. Lithium is in
green, chlorides are in blue, oxygen atoms in red, and
hydrogen atoms in white.
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the steric hindrance, two transient configurations are then
observed: in the first one, at 5.1 ps, one water molecule tends
to move away from the cation (d(Li-O) ) 2.23 Å), while
in the next configuration (t ) 5.2 ps), both chloride ions are
pulled away. Only one chloride finally moves to the second
coordination sphere, and the initial coordination shell is
restored. It is also of importance to underline that the mean
square displacement of chloride ions and oxygens atoms is
about 1.5 Å2. This indicates that limited rearrangement occurs
but that Cl and O atoms do move away from their initial
coordination cage. This is further confirmed by the strong
modification in distances with respect to the classical MD
results. Of course, a longer simulation could provide a more
clear-cut vision of ion pairing and of the related number of
water molecules in the solvation shell of Li+. Starting from
another initial configuration could also be a relevant way to
check our results. Even so, as most experimental data, our
simulation agrees with the occurrence of ion pairing.

4. Conclusion

We have studied, with ab initio molecular dynamics, the local
structure and behavior of a highly concentrated aqueous
solution of lithium chloride. The structure of the ion
hydration spheres is very well reproduced, with a long-lived
tetrahedral configuration for the lithium ion, and six water
molecules around chloride anions. The water structure is
deeply affected for such a high concentration: hydrogen
bonds are massively disrupted, and there is also evidence of
water-bridging configurations between Li+ and Cl- hydration
spheres because of the low content in water molecules. Few
occurrences of ion pairing have also been observed, showing
the intermediate character between solution and ionic liquid.
Interatomic distances are in very good agreement with both
experimental and theoretical results, as are the observed
coordination numbers. The latter, especially around Li+, may
be affected by the simulation length because of the long time
scale of water exchange around Li+. However, this is very
encouraging for a future study on the coordination sphere
of f elements in concentrated LiCl.
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M.; Andrejczuk, A.; Sakurai, Y. Phys. ReV. B: Condens.
Matter Mater. Phys. 2006, 73, 024208.

(76) Soper, A. K.; Phillips, M. G. Chem. Phys. 1986, 107, 47.

(77) Thiessen, W. E.; Narten, A. H. J. Chem. Phys. 1982, 77,
2656.

(78) Soper, A. K. J. Chem. Phys. 1994, 101, 6888.

CT800007V

1048 J. Chem. Theory Comput., Vol. 4, No. 7, 2008 Petit et al.



First Principles Study of Alkali-Tyrosine Complexes:
Alkali Solvation and Redox Properties

Francesca Costanzo,*,† Marialore Sulpizi,‡ Raffaele Guido Della Valle,† and
Michiel Sprik‡

Dipartimento di Chimica Fisica e Inorganica and INSTM-UdR Bologna, UniVersita di
Bologna, Viale Risorgimento 4, I-40136 Bologna, Italy, and, Department of Chemistry,

UniVersity of Cambridge, Lensfield Road, CB2 1EW Cambridge, U.K.

Received February 6, 2008

Abstract: The oxidation of alkali-tyrosinate to radical alkali-tyrosine in aqueous solution is
studied using ab initio Car-Parrinello molecular dynamics (CPMD). The aim is to investigate
the cation-π interactions between alkali cations M and the aromatic ring of tyrosine, in gas phase
and in aqueous solution, using the influence of the cation M on the reaction M+(Tyr-)fM+(Tyr/)
+ e- as a probe. To this end, we calculate the redox potential and the reorganization free energy
using a CPMD-based method derived from the Marcus theory of electron transfer. We discuss
the redox properties of Tyr, Na+(Tyr), and K+(Tyr), in reduced and oxidized states, by analyzing
selected interatomic distances, coordination numbers, and charge populations. Our results
confirm the known inversion in the relative stabilities of Na+(Tyr) and K+(Tyr) in going from gas
phase to solution and point to a stronger cation-π affinity of K+ in solution.

1. Introduction

Cation-π interactions1 involving aromatic amino acids are
now recognized as a type of noncovalent-binding forces
important for structure and function of proteins. Cation-π
interactions have been shown to stabilize protein geometries1

and to facilitate molecular recognition1,2 at protein-protein
interfaces3 and in biological receptors.4–6 The π system is
provided by the aromatic rings of Phe, Tyr, and Trp, while
the cations come from the positively charged side chains of
Lys, Arg, and His. Cation-π interactions between aromatic
amino acids and alkali cations are of particular interest,
because of their role in ion selectivity.3 K+ channels, for
example, show a highly conserved Gly-Tyr-Gly sequence,
which is thought to be essential for the K+ selectivity.7,8

Resolving the physical chemical nature of cation-π
interactions and characterizing their properties has become
a very active field of research,4,9 both experimental and
theoretical. Theoretical work10–16 has focused on small model
systems, by analyzing in detail the electrostatic, charge

transfer, polarization, and covalent contributions to the
binding.4,17–19 Experimental and theoretical (computational)
studies agree that in vacuum alkali cations are strongly
bound, with the binding affinity for benzene-like systems
following the electrostatic rules (Li+ > Na+ > K+). In water
solution, a dramatic reordering occurs,20 and the cation-π
affinity follows the order K+ > Na+ > Li+. This is the same
sequence seen in voltage-gated K+ channels.21

In this work we present Car-Parrinello molecular dynam-
ics (CPMD) simulations of metal-tyrosine complexes in
water. The aim is to clarify the effect of the solvent on the
stability of the cation-π complex, by comparing the binding
of Na+ and K+. The phenol-alkali ion motif is a most
relevant and popular model system for cation-π interactions
in proteins and has been the subject of several computational
studies.1,10,14,15 The focus of these and related computational
work has been on the neutral protonated closed shell state
of the aromatic group. However, two of the three aromatic
amino acid π electron donors, namely Tyr and Trp, are also
well-known redox active amino acid residues. In the oxidized
deprotonated state, these residues can stabilize unpaired
electrons in radical enzymes (see for example refs 22-24).
In particular, the neutral tyrosine radical is essential to the
catalytic activity of class I ribonucleotide reductase and
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similarly plays a central role in the generation of O2 by plants
in photosystem II.25 Tryptophan cation radicals are involved,
for example, in cytochrome oxidase. The redox chemistry
of Tyr and Trp has been studied using relatively simple
model complexes in solution26–28 as well as de novo designed
proteins.29–31

The link to radical enzyme catalysis prompted us to view
the tyrosine-alkali ion pair from an electrochemical perspec-
tive and use the aqueous redox reaction as a probe of the
interaction with Na+ and K+. The tyrosine residue in our
model system is therefore either the deprotonated (oxidized)
neutral radical (tyrosil), which will be indicated by Tyr/, or
its anionic reduced form indicated by Tyr-. Anticipating our
results, we can confirm that a stronger affinity for the K+

(Tyr) complex in aqueous solution correlates with an increase
of the redox potential, due to a stronger stabilization of
reduced K+ (Tyr-). While our study is limited to a single
amino acid residue in solution, in an attempt to include some
rudimentary aspects of the protein structure, we also discuss
the role of the Tyr backbone in terms of both electrostatic
and steric effects.

2. Methods

2.1. Model Complexes. As explained in the Introduction,
we will use the redox properties of aqueous alkali cation
complexes to probe the cation affinity of tyrosine in aqueous
solution. The following three redox half-reactions will be
compared

Tyr- f Tyr/ + e- (1)

Na + (Tyr-) f Na+(Tyr/) + e- (2)

K+ (Tyr-) f K+(Tyr/) + e- (3)

We have first investigated the structural properties of the
various molecular species, in vacuum and in aqueous
solution, and then computed the redox potentials of each
reaction. The species involved, shown in Figure 1, are the
reduced (anionic) or oxidized (radical) states of deprotonated
tyrosine, i.e. the acid phenolic proton is missing in all our
model systems. While formally a tyrosyl, these species will
also be referred to as tyrosine in the discussion below and
indicated by the symbol Tyr. The metal-tyrosine (tyrosyl)
complexes, either in reduced M+(Tyr-) state or in oxidized
M+(Tyr/) state, are in zwitterionic form, since water solva-
tion stabilizes the charge separation in the terminal groups
-NH3

+ and -COO-. The metal M is either Na or K. For plain
tyrosine (tyrosine without metal) we have chosen the form
in which the carboxyl group is protonated. The charge of
reduced Tyr- or oxidized Tyr/ is thus the same (0 or +1,
respectively) as for the corresponding metal-tyrosine com-
plexes (this is also a technical requirement in our redox free
energy calculation scheme, see section 2.4). In the complexes
labeled M+(Tyr-)Me and M+(Tyr/)Me (bottom of Figure 1)
we have replaced the zwitterionic backbone -CH(NH3

+)-
COO- with a methyl group -CH3. By comparison with the
unsubstituted complexes, we obtain information on the
importance of the backbone.

2.2. Electronic Structure Calculation. Calculations were
performed with the CPMD package.32 This is a general ab

initio Car-Parrinello molecular dynamics code,33 based on
density functional theory. The BLYP functional34,35 was used
in all calculations. Only valence electrons were treated
explicitly, and interactions with the ionic cores were de-
scribed by norm-conserving pseudopotentials generated fol-
lowing the prescription by Troullier and Martins.36 For Na+

and K+ the formal partition in valence and core is ambiguous
because ionization eliminates the 3s respectively 4s valence
electron. For this reason, the states 2s and 2p (for Na+) and
3s and 3p (for K+) in the next inner shell were treated as
semicore states, effectively including them in the valence
(for more details see for example the discussion in ref 37).
The Kleinman-Bylander38 decomposition was used for all
the atomic species, with s and p nonlocality (angular
momentum dependence) for C, N, O, and Na atoms. H atoms
are represented by a simple s type pseudopotential. For
consistency with the calculations in aqueous solution,
described below in section 2.3, we chose a cubic cell with
sides of 12.426 Å. Isolated system conditions were used in
the gas-phase calculations. The Kohn-Sham orbitals were
expanded in plane waves up to an energy cutoff of 70 Ry,
which is sufficient to yield converged structural properties
for water.39 Only the Γ point was considered in the Brillouin
zone integration. With regard to the accuracy of binding
energy calculation in the gas phase, we further note that the
use of a plane wave basis set, while computationally
expensive, has the advantage that basis set superposition
errors can in practice be neglected.

2.3. Molecular Dynamics Simulation. The systems in
aqueous solution were equilibrated by preliminary classical
MD simulations using the ORAC program.40 These simula-
tions were run at a constant number of particles, volume and
temperature (NVT ensemble), using a Nose-Hoover ther-
mostat at 300 K. A cubic cell with periodic boundary
conditions and sides of 12.426 Å was adopted. The space
not occupied by the M+(Tyr) solute was filled with SPC

Figure 1. Structures of the reduced (left) and oxidized (right)
states of tyrosine (top) and alkali cation-tyrosine complexes
(middle). In the M+(Tyr-)Me structures (bottom), the zwitteri-
onic backbone -CH(NH3

+)-COO- is replaced by methyl -CH3.
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water41,42 with the experimental density at 300 K. The chosen
box size, which requires 50 water molecules, allows space
for at least one and a half layers of water around the M+(Tyr)
complex (whose largest dimension is ≈8.15 Å). Following
the AMBER protocol,43 the atomic charges for the solute
were fitted to the ab initio electrostatic potential (ESP)
evaluated with Gaussian0344 at the B3LYP/6-31G* level.34,35

CPMD simulations were started using the classical equili-
brated systems as the initial configuration. The time step was
5 au (about 0.12 fs). A fictitious electronic mass of 800 au
was used to maintain the system on the Born-Oppenheimer
surface. To reduce a possible bias of the initial classical
configurations on the CPMD simulation, about 2 ps of
equilibration with a Nose thermostat45 at 300 K were
followed by ≈8 ps of production run without temperature
control (NVE ensemble).

2.4. Redox Properties Calculations. Redox properties for
the reactions 1-3 were calculated using a MD method based
on Marcus theory,46 originally proposed by Warshel.47 In
the CPMD implementation applied here,48–52 reaction free
energies and reorganization energies of half-reactions are
obtained from the vertical ionization energy gaps in the linear
response approximation. Here we just recall the equations
employed in the calculations. From the simulations of the
systems in the oxidized states Na+(Tyr/), K+(Tyr/), or Tyr/

and in the reduced states Na+(Tyr-), K+(Tyr-), or Tyr -,
the free energy of reduction (redox potential) ∆A and the
reorganization free energy λ for the oxidation reactions 1-3
are computed from ensemble averages of the vertical
ionization energy ∆E, as ∆A ) (〈∆E〉O + 〈∆E〉R)/2 and λ )
(〈∆E〉R -〈∆E〉O)/2. 〈∆E〉O denotes the average of the vertical
ionization energies, as obtained from MD trajectories on the
potential energy surface of the oxidized state O. 〈∆E〉R is
the corresponding quantity on the surface of the reduced state
R. The variance of the energy describes the fluctuations of
the energy gap and is also of interest. There are again
two such quantities, one for the reduced state σR

2 )
〈(∆E-〈∆E〉R)2〉R and one for the oxidized state σO

2 )
〈(∆E-〈∆E〉O)2〉O. In the linear approximation employed here,
the variance is independent of the oxidation state, σR

2 ) σO
2

) 2KBTλ. In practice this relation is used to verify whether
the linear approximation is valid for a specific system.

The ∆A and λ estimates are computed directly from the
vertical energies for removal of electrons from (or addition
to) the periodic MD systems and are therefore subject to
substantial finite size errors. These errors largely cancel when
half-reaction energies are combined to yield reaction free
energies of full redox reactions, provided that the charges
of reactant and product species are the same (isoCoulombic
reaction), that all calculations are carried out in MD cell of
the same fixed length L, and that the redox active species
are of similar size.53 These conditions are satisfied for the
reactions 1-3, and comparison of the computed half-reaction
(oxidation) free energies is therefore meaningful. Moreover,
as argued in ref 53 on the basis of a periodic continuum
model and demonstrated for a classical model system, the
finite size correction for ∆A scales with the inverse volume
(1/L3) of the MD cell rather than inverse length (1/L). This
is a result of screening by the solvent with high dielectric

constant (water). Experience with the (limited) set of
reactions investigated so far indicates that full reaction free
energies agree with experiment within a margin of about 0.2
eV (for a recent compilation see ref 54). Unfortunately, the
full 1/L long-range effect is recovered for the reorganization
energy λ which, as a result, is seriously underestimated (in
the order of one eV) in the small samples used here.53

3. Results and Discussion

3.1. M+(Tyr) Complexes in Gas Phase. Since gas-phase
plain tyrosine is already well studied,10,14 and, moreover, it
is not stable in zwitterionic form, we have studied only the
metal-tyrosine complexes (see Figure 1). The vertical
binding energy of the various complexes and the distances
from the cation M to Xπ, OPh, and Ocarb (center of phenolic
ring, phenolic, and carboxylic oxygens, respectively) are
shown in Table 1. The binding energies are calculated for
the optimized geometry of the complex, as the optimized
geometry of the complex, as EM+(Tyr) - EM+ - ETyr. All ETyr

energies are calculated with all atoms kept in the geometry
of the complex and thus do not include the deformation
energy required to bring the uncomplexed neutral molecule
into its complexed geometry. The reduced complexes
Na+(Tyr-) and K+(Tyr-) are significantly lower in energy
than their oxidized counterparts, due to the increased
Coulomb attraction between the negatively charged OPh and
the positively charged metals. The rM-OPh and rM-Xπ distances
are also smaller in the reduced state. Comparing now the
results for the two alkali cations, we see that the binding
energy for Na+(Tyr-) is about 20 kcal/mol stronger than
for K+(Tyr-). In the oxidized forms the binding energy
difference between Na+ and K+ decreases to 14 kcal/mol,
with the Na+ complex remaining the most stable. This
decreased stabilization might be related to a bending of about
20O observed for the phenyl ring in Na+(Tyr/). For the
M+(Tyr) complexes containing neutral (protonated) tyrosine
the published results10,14 point in the same direction. There
are no M-OPh interactions in these systems, and the difference
between Na+(Tyr) and K+(Tyr) further decreases to 13 kcal/
mol.

To quantify the contribution of the backbone to the binding
with the metal, we have considered the M+(Tyr)Me complex
(Figure 1) in which the zwitterionic backbone -CH(NH3

+)-
COO- is replaced by a methyl group -CH3. The overall effect
of removing the backbone is that the metal moves slightly
away from the π-ring and comes closer to OPh (Table 1),

Table 1. Binding Energies (kcal/mol) of the
Metal-Tyrosine Complexes in the Gas Phase and
Distances r (Å) from the Cation M to Xπ, OPh, and Ocarb

a

system binding energy rM-Xπ rM-OPh rM-Ocarb

Na+(Tyr-) -152.22 3.07 2.29 2.18
Na+(Tyr/) -62.83 3.45 2.51 2.22
K+(Tyr-) -133.09 3.30 2.68 2.58
K+(Tyr/) -49.32 3.90 2.80 2.58
Na+(Tyr-)Me -129.70 3.65 2.13
Na+(Tyr/)Me -40.29 4.76 2.14
K+(Tyr-)Me -112.00 4.01 2.39
K+(Tyr/)Me -27.12 4.86 2.63

a Center of phenolic ring and phenolic and carboxylic oxygens.
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thus optimizing the electrostatics in the absence of M-Ocarb

interactions. The zwitterionic backbone is responsible for an
energy stabilization of ≈22 kcal/mol for all structures,
leaving unchanged the stability order Na+(Tyr-) > K+(Tyr-)
> Na+(Tyr/) > K+(Tyr/). In view of the importance of the
-CH(NH3

+)-COO- backbone in the gas phase, we have
included it in all the following simulations in aqueous
solution. Presence of the backbone is a possibly significant
difference with the only available CPMD simulation of a
cation-π interaction in water, which is for a solvated
ammonium-benzene complex.16

3.2. Cation Coordination in Aqueous Solution. All com-
plexes shown in Figure 1 (namely Na+(Tyr-), Na+(Tyr/),
K+(Tyr-), K+(Tyr/), Tyr-, and Tyr/) were investigated in
aqueous solution by carrying out independent MD runs (for
setting see section 2.3). The structural analysis will focus
on the interactions between the cation M and its environment
and on the effect of the redox induced change of charge of
the phenolic oxygen OPh. In Table 2 we report a selection
of relevant CPMD averages, which includes interatomic
distances r and coordination numbers n around M or OPh

and estimates of the charge Q on OPh. In Figure 2 we display
the radial distribution function gM-Ow(r) between the cation
M and the water oxygens Ow. For plain tyrosine, in the
absence of metal, the carboxylic hydrogen Hcarb takes the
role of the cation M.

The Na+(Tyr-) and Na+(Tyr/) complexes have similar
gM-Ow(r) peak shapes (Figure 2), coordination numbers nNa-
Ow, and distances rNa-Xπ and rNa-OPh (Table 2). The oxidation
state of tyrosine evidently has only very little influence on
the solvation of Na+. The effect is more pronounced for the
K+(Tyr) complex. Even though the gM-Ow(r) peak shapes
(Figure 2) appear quite similar in the reduced and the
oxidized states, the contraction of rK-Xπ and rK-OPh upon
reduction is larger for the K+ complex (≈1 Å for K+

compared to ≈0.5 Å for Na+, see Table 2). Moreover, while
the difference in coordination number nK-Ow for K+(Tyr-)
relative to K+(Tyr/) is not very large (≈0.3), this decrease
is significant in comparison to the Na+ complex, for which
coordination remains essentially unchanged in the redox
reaction. We should mention here that the coordination
numbers nM-Ow have been obtained by integrating gM-Ow(r)

up to the first minimum, identified at r0 ) 3.4 and 3.5 Å for
Na and K, respectively. The dependence of nM-Ow on the
chosen cutoff r0 is not a cause of concern, since the
differences among the various nM-Ow are, within reasonable
ranges, largely independent of r0.

We interpret these results on coordination as evidence that
reduction enhances the electrostatic interaction of K+ with
the π aromatic electrons and the OPh oxygen, whereas the
effect for Na+ is relatively unimportant. This suggests that
the affinity of K+ toward the π system is stronger compared
to Na+. This behavior is opposite to that for the affinity in
the gas phase, where both distances and binding energies
indicate that the complexes with Na+ are more stable than
the complexes with K+. Our finding is in agreement with
the reordering in solution predicted by Kumpf and Dough-
erty21 and indicates that this reordering is still present in the
deprotonated tyrosine and is not affected by its oxidation
state.

Qualitative differences between aqueous Na+ and K+ are
well-known. Aqueous solutions of these cations, even when
of equal ionic strength, can have strikingly different effects
on biopolymers, notably on folding and aggregation of
proteins (Hofmeister effect, for a recent review see ref 55).
These issues have attracted renewed attention in the recent
literature. The explanation is generally sought in short-range
effects such as the stability of the first hydration shell. A
crucial feature distinguishing the two ions, according to this
line of thought, is that Na+ tends to hold onto its first
solvation shell in inhomogeneous environments, while it is
easier for K+ to give up some of its coordinated water
molecules in exchange for direct interactions with other

Table 2. Simulation Averages for Na+(Tyr-), Na+(Tyr/), K+(Tyr-), K+(Tyr/), Tyr-, and Tyr/ in Aqueous Solutiona

system rM-Xπ rM-OPh rM-Ocarb nM-Ow nOPh-Hw QMulliken QLöwdin

Na+(Tyr-) 4.4 ( 0.4 5.6 ( 0.4 2.7 ( 0.6 3.95 3.14 -0.30 ( 0.02 -0.24 ( 0.02
Na+(Tyr/) 4.7 ( 1.0 6.1 ( 1.1 2.6 ( 0.5 3.90 2.60 -0.23 ( 0.01 -0.16 ( 0.01
K+(Tyr-) 3.6 ( 0.4 4.1 ( 0.4 3.2 ( 0.5 3.87 3.40 -0.31 ( 0.01 -0.25 ( 0.02
K+(Tyr/) 4.7 ( 0.6 5.5 ( 1.0 3.1 ( 0.6 4.19 2.24 -0.20 ( 0.02 -0.14 ( 0.02
Tyr- 3.8 ( 0.2 5.2 ( 0.3 1.00 3.16 -0.30 ( 0.02 -0.25 ( 0.03
Tyr/ 3.9 ( 0.3 5.3 ( 0.4 1.00 2.46 -0.22 ( 0.01 -0.15 ( 0.01

a The table reports the distances r (Å) from the cation M to Xπ, OPh, and Ocarb (center of phenolic ring and phenolic and carboxylic
oxygens), the coordination numbers nM-Ow and nOPh-Hw (where Ow or Hw indicate water oxygens or hydrogens), and the Mulliken and
Löwdin charges Q for OPh. In the absence of alkali metal, the carboxylic hydrogen Hcarb takes the role of the cation M. Standard deviations
are given where appropriate.

Figure 2. Radial distribution function gM-Ow(r) between the
cation M and the water oxygens Ow for Na+(Tyr), K+(Tyr),
and Tyr, as indicated. For Tyr, M corresponds to Hcarb. Solid
and dashed lines represent reduced and oxidized systems,
respectively.
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species. Such a mechanism may also play a role in our
system. This conjecture is supported by a comparison of the
water coordination for our alkali ion-tyrosine complexes to
the coordination in bulk solution. CPMD calculations on
alkali cations37,56–58 give for these ions fully solvated in
water coordination numbers nNa-Ow ) 5.2 and nK-Ow ) 7.1.
By comparison with our results for M+(Tyr-) and M+(Tyr/),
we find that the cation-π interaction displaces about 1.3 water
molecules in the case of Na+ and 3.0 molecules for K+.
Further confirmation comes from the anisotropy of the
hydration of the cations in the complex with tyrosine. We
determined the angular distributions of the water molecules
around Na+ and K+ by averaging over our MD trajectories.
Figure 3 shows the distribution of the Ow-M-Ow angles
formed by the metal and two water oxygens. For Na+(Tyr)
the angular distributions in the reduced and oxidized states
have similar shape and angle range. For K+(Tyr) the reduced
form exhibits a sharper peak in the range 75-100O. This
finding correlates with the shorter rM-Xπ. Since the K+ is
closer than Na+ to the π ring, it has less space to coordinate
water molecules.

Finally, we investigate plain tyrosine for a possible OH-π
interaction involving the carboxyl hydrogen Hcarb. This
investigation is motivated by the examples, found in proteins,
of configurations in which the OH side chain of an amino
acid is arranged face-on to the aromatic face of a tyrosine.59

For plain tyrosine, indeed, Table 2 indicates relatively short
distances rM-Xπ (where M correspond to Hcarb). This may
confirm a OH-π interaction between the Hcarb proton and the
ring. For both Tyr- and Tyr/, we have noticed that Hcarb is
interacting with one water molecule only (nM-Ow ) 1) over
the entire simulation.

3.3. Solvation of the Phenoxyl Oxygen. We now turn
to the solvation of OPh, which is directly involved in the redox
process. We find (Table 2) that the coordination numbers
nOPh-Hw for the various complexes strongly correlate with the
electrostatic charges on OPh (linear correlation coefficient r
g 0.98, for both Mulliken and Löwdin). For both metals,
the coordination number nOPh-Hw increases in going from the
oxidized to the reduced complexes, due to the enhanced
electrostatic interactions of the water hydrogens with the
larger charge residing on the OPh. The K+ complexes show
the largest change in coordination numbers nOPh-Hw (1.16

versus 0.54 for the Na+ complex). The changes in the charge
of OPh are less pronounced (-0.11 for K+ compared to -0.07
for Na+, according to the data of Table 2). We note that for
the K+ complex the response of nOPh-Hw to reduction is
opposite to that of nK-Ow, discussed in section 3.2. While
nK-Ow decreases, nOPh-Hw increases. There is no such a clear
(anti) correlation for the Na+ complex, consistently with our
picture of a stronger reduction induced ion pairing for K+

compared to Na+.

The unpaired spin density for the oxidized systems
K+(Tyr/) and Na+(Tyr/) is shown in Figure 4. The spin
density is mostly localized on the OPh, Cortho, and Cpara

positions around the phenoxyl ring, in agreement with
previous calculations.60 As expected for Na+ and K+ bound
to the aromatic ring, even in aqueous solution, the unpaired
spin density on the metal is negligible, supporting the known
picture where electrostatics plays a predictive role in cation-π
interactions.19

3.4. Redox Free Energies. The vertical ionization ener-
gies ∆E for the various reduced and oxidized systems in
aqueous solution, calculated as described in section 2.4, are
shown in Table 3. The table also reports the resulting free
energies of reduction ∆A, the reorganization free energies
λ, and all standard deviations σ. The agreement between the
variances of the vertical ionization energies in the oxidized
and the reduced state is sufficient to justify the use of the
linear response approximation for the estimation of ∆A and
λ (see section 2.4). The free energy change ∆A, in the
definition used here, is the Helmholtz free energy of
reduction. It is therefore tempting to interpret the positive
sign of ∆A as evidence that the reduced forms of the
cation-tyrosine complex are more stable than the oxidized
forms. This would be consistent with the behavior of the
distances, coordination numbers, and charges, discussed in
the previous sections. Indeed, the stabilizing effect of the
cation-π interaction on the reduced form (increasing the

Figure 3. Ow-M-Ow bond angle distributions for Na+(Tyr)
and K+(Tyr), as indicated. Solid and dashed lines represent
reduced and oxidized systems, respectively.

Figure 4. Unpaired spin density for Na+(Tyr/) (left) and
K+(Tyr/) (right). The isosurface represents the spin density
at 0.005 e au-3.

Table 3. Averages 〈∆E〉R and 〈∆E〉O of the Vertical
Transition Energies (eV) for the Reduced and Oxidized
States, Respectivelya

system 〈∆E〉R 〈∆E〉O ∆A λ

Na+(Tyr) 1.25 ( 0.20 -0.11 ( 0.24 0.57 ( 0.16 0.68 ( 0.16
K+(Tyr) 1.36 ( 0.19 -0.05 ( 0.19 0.66 ( 0.13 0.70 ( 0.13
Tyr 1.32 ( 0.20 0.00 ( 0.22 0.66 ( 0.15 0.66 ( 0.15

a Helmholtz free energy of reduction ∆A, reorganization energy
λ, and all standard deviations σ are also reported.
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redox potential ∆A) has already been noticed by NMR
experiments on tryptophan.29–31

Unfortunately, as repeatedly pointed out in earlier
works,48–51,53,54 using a similar half-reaction scheme, the
utmost caution is required when interpreting half-reaction
energies. Finite size effects in our small periodic systems
can seriously bias energies if the net charge of the MD cell
is changed. In ref 53 it was shown that the interactions with
periodic images of the redox active species and the neutral-
izing homogeneous background charge artificially stabilize
the species with the higher charge. This effect can even invert
the sign the oxidation free energy ∆A. However, the reduced
state, which is the state favored by our calculated half-
reaction free energies for the cation-tyrosine complexes, has
net charge zero. It is the oxidized state, the state with the
higher free energy, which is charged. This observation,
specific to our system, gives us some confidence that the
sign of ∆A can be, after all, regarded as an indication that
the reduced species with the anionic phenoxyl ring is the
more stable, although the actual numerical value is not
reliable for the reasons explained.

Of special interest in the present context are the relative
values of ∆A in Table 3, which are far less sensitive to finite
size effects. The differences in ∆A are in the 50-100 meV
range. These values are comparable to the standard deviations
of ∆A, indicated in Table 3, which are all around 150 meV.
The statistical errors on the averages, which are computed
over N ) 130 configurations sampled from a time window
of at least 5 ps, can therefore be assumed to be substantially
smaller. A reasonable estimate of the uncertainty, obtained
by taking into account61 the statistical correlations between
consecutive configurations, is 20 meV. The relative differ-
ence in ∆A of 90 meV between K+ and Na+, although small,
therefore appears to be statistically significant. The difference
is in the expected direction and confirms that K+ interacts
more strongly with the π aromatic electrons of tyrosine
consistent with the analysis of the complex geometries of
section 3.2. Finally, K+(Tyr) and Tyr are found to have
similar redox potentials ∆A (Table 3), suggesting that
comparable strong cation-π interactions also occur for plain
tyrosine, with the carboxylic hydrogen Hcarb playing a role
similar to K+, as also indicated by the short rM-Xπ distances
(Table 3).

The reorganization energy λ, which is not experimentally
accessible, describes the response of the solvent to the change
of the charge distribution on the complex as a result of the
oxidation process. The calculated reorganization energies λ
are similar for all the species studied. A likely explanation
is that the relaxation is dominated by an outer-sphere process,
which is approximately the same for these closely related
systems.

4. Conclusions

Using Car-Parrinello molecular dynamics (CPMD), we have
investigated the cation-π interactions between Na+ or K+

alkali cations and the aromatic ring of tyrosine, in gas phase
and in aqueous solution. The binding energy difference in
gas phase and the free energy of reduction in solution
(calculated within the Marcus theory of electron transfer)

indicate that the reduced forms are, in all cases, more stable
than the oxidized forms. This greater stability correlates with
shorter distances rM-Xπ and (in solution) with larger coordina-
tion numbers nOPh-Hw (where M, Xπ, OPh, and Hw indicate
alkali metal, center of phenolic ring, phenolic oxygen, and
water hydrogens, respectively). Thus, we deduce that the
cation-π interaction stabilizes the reduced forms of both
metal-tyrosine complexes. A further observation is that in
the absence of a metal ion, the carboxylic hydrogen Hcarb

can take over the role of the cation M.
The influence of the coordination by alkali cations (either

Na+ or K+) on the reaction M+(Tyr-)fM+(Tyr/) + e- is
rather intriguing. In gas phase, in agreement with the
literature10,14 our calculations show the Na+(Tyr) complexes
to be more stable in both reduced and oxidized states,
independently of any additional stabilization due to the
zwitterionic backbone. A reordering of the cation affinities
occurs in solution, again in agreement with literature.11,21,62

Analysis of simulation observables shows the K+ cation is
partly desolvated in the reduced state, while Na+ largely
keeps its first solvation shell. The shorter distance rK-Xπ, the
smaller coordination nM-Ow, the enhanced hydrogen bonding
of OPh, and the sharper Ow-M-Ow angular distribution, all
show the K+ to be more involved in the interaction with the
π aromatic electrons.

The structural analysis has been backed up by a free energy
calculation. Failing a full and, at the ab initio MD level,
exceedingly expensive determination of the dissociation
constant from a potential of mean force for the attraction
between alkali atoms and the tyrosine ring, we have used
the redox properties of the equilibrium complex as a probe
of the energetics. We have found a difference of 90 meV
between the redox potentials of K+ and Na+, with the
reduced state of the K+ forming the most stable complex
(Table 3). This free energy difference is just above the lower
margin of what can be considered statistically significant in
our CPMD simulation scheme. Retrospectively, we could
have expected such a difficulty, since energy increments
important on the “bioscale” are typically in the order of one
pK unit (60 meV). The experimental difference between the
redox potentials of tyrosine and tryptophan, for example, is
110 meV.63 This is at the limit of the current CPMD
methods, with yield accuracies around 100 meV.54

The overall picture emerging from our calculations is that
in solution K+ has stronger cation-π interactions than Na+.
This is supported by our CPMD results for the distance and
coordination observables and is consistent with our results
for the redox properties. Our calculations therefore confirm
experimental62 and other theoretical21 studies arriving at a
similar conclusion. This result is important in the biological
field, where the difference between the two alkali metals is
fundamental in physiological processes related to the K
channels, such as electrical signaling in the nervous system,
regulation of cardiac excitability and regulation of insuline
release.8
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Abstract: The electronic structure of an MgO (001) surface with aggregated oxygen vacancies
at the surface was investigated by using a density-functional embedded-cluster method using
Mg45Ox (x ) 39-45) clusters and the B3LYP/CEP-121G level of calculation. The investigation
found that the distribution of energy levels corresponding to oxygen-vacancy states strongly
depends on the number and configuration of oxygen vacancies. Molecular orbitals of the oxygen
vacancy states consist of orbitals at the vacancy sites and their neighboring magnesium ions.
These orbitals can simply be modeled by orbitals formed from interacting pseudoatoms. A
pseudoatom is an electronically neutral atom representing an oxygen vacancy and electrons of
magnesium ions near the vacancy. With this model, an N-atom system having n vacancies can
be modeled by n pseudoatoms. Interactions among oxygen vacancies in MgO were qualitatively
reproduced by the interacting pseudoatoms model.

Introduction

Magnesium oxide (MgO) is an important material in many
industrial applications. A perfect crystal of MgO has a NaCl-
like structure and features hardness, transparency, and good
insulating properties. In MgO materials, as in other oxides,
vacancies are often present. Vacancies alter optical and
electronic properties significantly from those observed in the
perfect crystal. MgO can therefore be engineered in order
to meet a specific need by controlling the position, charged
state, and density of vacancies. The secondary-electron-
emission coefficient is an example of a property that strongly
depends on the position, charged state, and density of oxygen
vacancies.1 This coefficient can be approximately calculated
as a function of several parameters including valence-
bandwidth, energy levels of the oxygen-vacancy states, band
gap, and electron affinity.2

Some of the above parameters have been obtained in prior
experimental1,3–11 and theoretical11–22 investigations. Optical-
absorption measurements1,3,4 showed that the band gap of
bulk MgO is 7.4-7.8 eV. Systems with an oxygen mono-
vacancy (called F-center or F+-center) with a trapping charge
of -2 or -1, respectively, have been studied, and the

vacancy energy level has been identified by luminescence
measurements.5–10 Ab initio calculations of oxygen vacancies
as well as structural and energetic investigations have been
done for bulk and surface MgO.13–23

On the other hand, much less is known about MgO with
aggregated oxygen vacancies, which is the subject of the
current paper. Experimentally, aggregated vacancies have
been observed in many materials by surface reconstruction
driven by annealing (see ref 18 and references therein). Using
semiempirical complete neglect of differential overlap cal-
culations, Castanier and Noguera predicted that aggregated
oxygen vacancies are energetically more favored over
periodically spread oxygen vacancies.15 Finocchi et al.
theoretically investigated interaction between oxygen vacan-
cies using the local density approximation (LDA) functional
under the periodic boundary condition (PBC).18 Their
calculations used pseudopotential for core electrons. The
wave function of valence electrons was expanded by using
a plane-wave basis set. They calculated vacancy-formation
energy as a function of concentration and configuration of
vacancies and derived a two-body model potential accounting
for interaction between vacancies.

The LDA functional performed well in predicting equi-
librium geometry and vibrational frequencies of corundum
(R-Al2O3).24 However, LDA is not the best method for* Corresponding author e-mail: motoi.tobita.mb@hitachi.com.
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predicting band gaps. Therefore, the previous energy levels
calculated by LDA are of only qualitative importance.

In this study, density-functional-theory calculations were
performed on finite-size clusters of MgO embedded in the
crystalline electrostatic potential. In the calculation, core
electrons are described by the pseudopotential, as done in
the previous LDA study. The wave function of valence
electrons is expanded by a linear combination of atomic
orbitals. The exchange-correlation term is evaluated by using
the B3LYP functional,25,26 which is known to predict band
gaps of a variety of materials, typically within an error of a
few tenths of an electronvolt when a large enough basis set
is used. Examples of band gap calculations include polypep-
tides,27 polyynes,28 molecular crystals,29 and metal oxides.30

The success of the B3LYP functional is due to the correction
of the self-interaction error inherent in the LDA and in the
generalized gradient approximation functional by a mixing
of Hartree-Fock exchange in B3 exchange functional form.25

The B3LYP functional is thus expected to better predict
energy levels of MgO with various oxygen-vacancy con-
figurations. The embedded-cluster model defines an MgO
structure with locally aggregated oxygen vacancies. The bulk-
size effect, which is important in calculations of ionic
materials such as MgO, is approximately included in the
model by using embedding-electrostatic potentials.

In this study, orbital-energy-related quantities such as
valence-bandwidth, energy levels of oxygen-vacancy states,
band gap, and electron affinity of an MgO (001) surface with
aggregated oxygen vacancies were calculated. For compari-
son, calculations were also performed for bulk MgO, an MgO
perfect surface, and a surface F-center. It was found that,
when oxygen vacancies aggregate, vacancy energy levels
split, and the amount of split depends on the number of
oxygen-vacancy pairs separated by the nearest-neighbor
oxygen distance. The main components of molecular orbitals
corresponding to the oxygen-vacancy states are located at
oxygen-vacancy sites. An oxygen-vacancy site can thus be
viewed as a pseudoatom. Indeed, a system where each
oxygen vacancy site is represented by a helium atom
reproduces the shape and energy-ordering of molecular
orbitals corresponding to the oxygen-vacancy states of MgO
with aggregated oxygen vacancies.

In summary, MgO with aggregated oxygen vacancies can
exhibit significantly different optical and electronic properties
as compared with MgO with monovacancies. Thus, second-
ary-electron-emission phenomena should largely be influ-
enced by the size and density of surface oxygen vacancies
of a material.

Methods

A. Modeling. 1. Embedded-Cluster Model. The MgO
crystal structure has a NaCl-type cubic lattice with a lattice
constant of 4.2112 Å. In our calculations, MgO was modeled
by finite-size rectangular parallelepiped clusters, where (001)
is exposed at each face of the rectangular parallelepiped. The
clusters were embedded in a box of point charges that
mimicked the Madelung potential made by an ionic crystal
lattice. The effect of point charges on the quantum-chemi-

cally treated cluster was included in the Hamiltonian through
one-electron integrals.

Bulk MgO was also modeled, as well as the MgO surface,
to clarify the effect on the surface. In the bulk-MgO model,
the cluster was embedded in the center of the point-charge
box; however, in the MgO-surface model, the cluster was
embedded in the center of the top surface of the point-charge
box. The positions of the point charges were fixed at
magnesium and oxygen sites of the MgO perfect crystal. The
effects of two different types of point-charge quantities, that
is, formal charge and consistent charge,31 were compared.
The formal-charge quantity is +2.0 for point charges at
magnesium sites and -2.0 for those at oxygen sites. The
consistent charge was determined so that the point-charge
quantity at each magnesium site is equal to the average of
Mulliken-charge quantities on the Mg atoms of the cluster.
The size of the point-charge box was fixed at 15 × 16 × 13
for the bulk MgO and 15 × 16 × 8 for the MgO surface.
With these box sizes, the calculated orbital-energy-related
quantities converged to 0.01 eV.

2. Cluster Structure. Convergence of the orbital-energy-
related quantities with respect to the cluster size was
investigated using six different sizes of rectangular paral-
lelepiped clusters: 1 × 2 × 1 (MgO), 3 × 4 × 2 (Mg12O12),
5 × 6 × 3 (Mg45O45), 5 × 6 × 4 (Mg60O60), 7 × 8 × 3
(Mg84O84), and 7 × 8 × 4 (Mg112O112). In this model, the
third parameter z of “x × y × z” represents layer thickness.
These cluster sizes satisfy the conditions recommended by
Lü et al.; namely, in cluster calculations of metal oxides,
the cluster should be charge-neutral and stoichiometric.32

Effects of geometry relaxation on the orbital-energy-related
quantities were investigated using clusters possessing one,
three, or five oxygen vacancies, where each of them traps a
charge of -2. These cluster structures were constructed by
removing oxygen atoms from the charge-neutral and sto-
ichiometric 7 × 8 × 3 cluster surface. The considered
structures are depicted in Figure 1a. In the force calculation
during geometry relaxation, interactions between an atom
and a point charge were described by the electrostatic
potential made by the point charge with an additional
electron-repulsion potential of the exponential form

A exp(-r/F)

where F is an nonbonded interaction parameter, r is the
distance between a point charge and an atom, and A is a
proportional parameter. The values of F and A that are used
are 0.252 Å-1 and 18065.8 kcal/mol for point charges at
magnesium sites and 0.26 Å-1 and 58298.9 kcal/mol for
those at oxygen sites, respectively.33

Clusters possessing two to six oxygen vacancies, where
each of them traps a charge of -2, were constructed by
removing two to six oxygen atoms from the charge-neutral
and stoichiometric 5 × 6 × 3 cluster surface. The geometry
of the remaining atoms was fixed at the perfect crystal
structure, and the point-charge quantity was fixed at the
formal charge values. The considered structures, including
the perfect surface and the surface F-center, are depicted in
Figure 1b. The number included in each structure label shows
the number of oxygen vacancies in the cluster.
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B. Calculation of Orbital-Energy-Related Quantities.
An initial investigation of cluster size and the geometry
relaxation effect on the orbital-energy-related quantities was
performed at the B3LYP25,26/CEP-4G34 level of calculation.
Further analyses were performed using a larger basis set at
the B3LYP/CEP-121G34 level. The B3LYP functional is a
Hartree-Fock/pure-DFT hybrid functional. Its exchange term
contains a 20% contribution from the Hartree-Fock exchange
term. The CEP-4G and CEP-121G basis sets are an effective-
core-potential basis set. Oxygen 1s electrons and magnesium
1s through 2p electrons are described by the effective core
potential. In CEP-4G, valence electrons are expanded by one
s-type function and a set of p-type functions. Whereas in
CEP-121G, three s-type functions and three sets of p-type
functions are used in the expansion. Although the B3LYP
functional predicts the band gap of materials with good
accuracy when a large enough basis set is used, the CEP-
121G basis set is not large enough. To estimate orbital energies
with the basis set limit, occupied energy levels (EOCC) and the
lowest unoccupied molecular orbital (LUMO) energy (ELUMO)
were corrected by using the following empirical relations

derived for the highest occupied molecular orbital (HOMO) and
LUMO energy correction:35

EOCC)(EOCC*+ 0.050) ⁄ 1.001 (1)

ELUMO ) 0.6091ELUMO*- 0.475 (2)

where energy terms with an asterisk are calculated quantities
and terms without an asterisk are corrected quantities for
the basis set limit. This kind of empirical correction is valid
because using an incomplete basis set introduces a systematic
error in orbital energies.35–37 Note that the coefficients in
the above relations are not optimized for B3LYP/CEP-121G,
but for B3LYP/6-31G(d). We assume that these coefficients
are still qualitatively “good” because the used functional is
the same and because both basis sets are similar in terms of
the number of functions per atom.

The calculated orbital energies were used to calculate the
valence bandwidth as the energy difference between the top
and bottom of the valence orbitals. Band gap was calculated
as the energy difference between HOMO and LUMO.
Electron affinity was calculated as the energy difference
between the vacuum level and LUMO.

All of the calculations were performed using Gaussian03.38

Results and Discussion

Before the calculated results are discussed, the orbital-energy
distribution of MgO is briefly explained, using Figure 2. The
energy distribution for a perfect MgO surface, MgO with a
surface F-center, and MgO with aggregated oxygen vacancies
at the surface is shown in Figure 2a-c, respectively. In all
of the cases, LUMO lies below the vacuum level. Energy
levels of oxygen-vacancy states lie in between the LUMO
and the top of valence orbitals, Vtop, as seen in Figure 2b,c.
As a consequence, the top of the oxygen-vacancy levels
becomes the HOMO when vacancies exist in the MgO.

A. Initial Investigation of Cluster Size and Geometry
Relaxation Effects. The orbital-energy-related quantities of
the MgO surface calculated with different sizes of cluster
are given in Figure 3. Calculated orbital energy differences
LUMO-HOMO, HOMO-Vbottom, and -LUMO were 5.85,
4.92, and -1.14 eV, respectively, when a 7 × 8 × 4 cluster
was used. The energy differences obtained with a 5 × 6 ×
3 cluster differed by 0.03 eV for LUMO-HOMO and
-LUMO and by 0.3 eV for HOMO-Vbottom as compared
with the values obtained with the 7 × 8 × 4 cluster. From
these data, we judged it suitable to perform further investiga-

Figure 1. Structures of MgO clusters investigated. (a) 7 × 8
× 3 clusters with one, three, or five oxygen vacancies. (b) 5
× 6 × 3 clusters with zero to six oxygen vacancies. Only the
top layer is shown. The second and third layers include no
oxygen vacancies; M, magnesium atom; O, oxygen atom;
closed circle, oxygen vacancy with a trapping charge of -2.

Figure 2. Distribution of orbital energies for (a) perfect MgO,
(b) MgO with surface F-center, and (c) MgO with aggregated
oxygen vacancies at the surface.
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tions using the 5 × 6 × 3 cluster. A prior investigation also
supports the use of at least a three-layer model for a
quantitative description of the surface F-center.17

The orbital-energy-related quantities of the MgO surface
having one, three, or five oxygen vacancies with and without
geometry relaxation effects are given in Figure 4. The
amounts of shift in the energy differences are almost constant
regardless of the number of oxygen vacancies. Those values
between the top and bottom of the valence orbital
(Vtop-Vbottom), between the LUMO and the top of the oxygen
vacancy orbital (LUMO-Otop), between the bottom of the
oxygen vacancy orbital and the top of the valence orbital
(Obottom-Vtop), and between the vacuum level and the LUMO
(-LUMO) are all around 0.4-0.5 eV. The energy difference
between the top and bottom of the oxygen vacancy orbital
(Obottom-Otop) is much less affected by the geometry relax-
ation effects. These results demonstrate that the contribution
of the geometry relaxation effects to the orbital energy
difference is small. Thus, further investigations (subsection
B and later) using a larger basis set were performed using
the perfect crystal structure. Geometries of systems with
vacancies are constructed by simply deleting coordinates of
atoms from those of the perfect crystal.

To see the geometrical change after the geometry relax-
ation, the amount of shift in the atomic position from the
lattice of the MgO crystal is calculated. Table 1 shows the
result for the selected atoms, defined in Figure 1a, in
particular directions. Five selected atoms, M1, M2, M3, O1,
and O2, are classified into two groups. The atoms in the first
group, M1 and O2, are at the periphery of the cluster and
thus are adjacent to point charges. Those in the second group,
M2, M3, and O1, are not adjacent to point charges and are
closer to oxygen vacancy sites. From Table 1, the largest
displacement is observed for the second-group atoms that
are adjacent to oxygen vacancy sites, such as atom M2 in
structure 5V for the x direction. This result coincides with a
prior work by D’Ercole and Pisani. They reported that only
the first-neighbor atoms of vacancies moves significantly
after the geometry relaxation.20 Here, we showed that even
the largest amount of shift of 0.063 Å corresponds to only
3% of a change in atomic position with respect to the Mg-O
distance in the crystal, 2.1056 Å. Also, the amount of shift
in the atoms of the first group is even smaller. Therefore,
the geometrical errors caused by the use of point charges
are considered to be negligible.

B. Perfect Crystal and Surface. Calculated consistent
charges and orbital-energy differences of the bulk MgO and
MgO surface, modeled with the 5 × 6 × 3 cluster and
calculated with B3LYP/CEP-121G, are given in Table 2.

The values of consistent point charge are 1.50 for the bulk
and 1.45 for the surface. Although MgO is considered as a
nearly perfect ionic crystal, the calculated values are
significantly smaller than the value expected for the perfectly
ionic crystal, 2.0. Gerson and Bredow obtained a consistent
point charge of (1.11 from 8 × 8 × 4 and 8 × 8 × 5 clusters
using a semiempirical method with a Löwdin population
analysis.21 When the charge is defined according to a
Löwdin- or Mulliken-type population analysis, the consistent
charge seems to become significantly smaller than the formal
charge value. However, a presumably better description of
charge, such as a charge determined by natural-population
analysis,39 gave a charge close to (1.9.22 The present
consistent charge quantities could be an artifact of using a
Mulliken-type charge for an ionic system.40 Therefore,

Figure 3. Convergence of orbital-energy-related quantities
with respect to cluster size calculated at the B3LYP/CEP-4G
level.

Figure 4. Orbital energies of clusters having one, three, or
five oxygen vacancies with and without geometry relaxation
effects calculated at the B3LYP/CEP-4G level. Stars and
closed diamonds, squares, circles, and triangles show values
without geometry relaxation. Crosses and open diamonds,
squares, circles, and triangles show values with geometry
relaxation.

Table 1. The Amount of Displacement from Crystalline
Lattice for the Selected Atoms in Particular Direction after
Geometry Relaxation (Å)a

structure

atom direction 1V 3V 5V

M1 x 0.026 0.027 0.023
M1 z 0.028 0.027 0.027
M2 x -0.019 -0.010 -0.063
M2 z 0.024 0.023 0.016
M3 y -0.016 -0.012 -0.040
M3 z 0.023 0.011 0.009
O1 x 0.006 0.014 0.011
O1 z -0.026 -0.028 -0.020
O2 x 0.014 0.011 0.003
O2 z -0.034 -0.036 -0.034

a The definitions of the atoms and direction are defined in
Figure 1a. The results are obtained with the B3LYP/CEP-4G level
of calculation.
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calculations for systems with aggregated oxygen vacancies
(subsection C) were performed using the formal charge.

The value of -HOMO in the bulk is larger than that in
the surface by about 0.7-0.9 eV, as seen from Table 2.
However, the difference in the other orbital-energy-related
quantities between the bulk and surface is smaller. Thus, we
looked at the HOMO more closely. Figure 5 shows HOMOs
of the bulk MgO and the MgO surface. In both cases, the
HOMO consists of oxygen 2p orbitals. In the bulk MgO
(Figure 5a), the majority of oxygen 2p orbitals lie along the
surface. As a consequence, interaction between neighboring
oxygen atoms in the same layer has an antibonding character,
while the one in the neighboring layer has a bonding
character. As a sum, HOMO has an almost nonbonding
character. In the MgO surface (Figure 5b), oxygen 2p orbitals
stand perpendicular to the surface. The main components of
the HOMO separate at the edges of the cluster, and
interaction between orbitals at the edges has an antibonding
character. The HOMO of the bulk MgO is therefore more
stable than that of the MgO surface. The difference in
HOMOs is caused by the presence/absence of point charges
above the top surface of the cluster.

The empirically corrected orbital energies and experimen-
tally observed energies1,3,4,11 compare well. Although the
calculated values are slightly underestimated in the bulk and
overestimated in the surface, the degree of error from the
experimental values is within a few tenths of an electronvolt.

C. Aggregated Oxygen Vacancies at the Surface. Figure
6 shows the distributions of orbital energies of the 24
structures shown in Figure 1b. Formal charge was used as
point charge, and geometry-relaxation effects were excluded.
Vbottom*, Vtop*, and LUMO* are the orbital energy of the
bottom of valence orbitals, that of the top of valence orbitals,

and the LUMO of structure 0Va (see Figure 1b). Orbital
energies shown between Vtop* and LUMO* are oxygen-
vacancy levels, of which the highest and lowest energies are
denoted as Otop and Obottom, respectively, in Figure 6.
Structures are sorted according to the number of oxygen
vacancies. Among the structures with the same number of
oxygen vacancies, structures are sorted according to the
energy of Obottom. The energy of Otop increases, while the
energy of Obottom decreases when the structure contains a
larger number of oxygen vacancies.

In structure 1Va, the model for the surface F-center, the
value of the oxygen vacancy level, OFs, is -5.64 eV.
Experimentally, the absorption energy of the F-center is
known as 5.01 eV.5 This energy corresponds to the energy
difference between the LUMO and the oxygen vacancy level.
Applying eqs 1 and 2 to the OFs and LUMO, respectively,
leads to an energy difference of 4.51 eV, as shown in Table
3. Although the inclusion of the geometry relaxation effects
would increase the current difference between the calculation
and experiment by 0.4-0.5 eV as expected from Figure 4,
the error of within 1 eV is still a satisfactory agreement with
the experiment.

Coming back to Figure 6, among the structures with the
same number of oxygen vacancies, large deviations in the
energy difference between Otop and Obottom (Otop-Obottom)
were observed. The Otop-Obottom values are relatively large
for structures 2Vb, 3Vc, 3Vd, and so forth, as shown in the

Table 2. Calculated Energy Differences between HOMO and the Bottom of Valence Orbitals (HOMOsVbottom), between
LUMO and HOMO (LUMOsHOMO), between the Vacuum Level and LUMO (sLUMO), and between the Vacuum Level and
HOMO (sHOMO) for Bulk MgO and MgO Surface Modeled by a 5 × 6 × 3 Clustera

point-charge
type

point-charge
quantity (|e|)

HOMOsVbottom

(eV)
LUMOsHOMO

(eV)
sLUMO

(eV)
sHOMO

(eV)

formal 2.00 3.87 6.39 (7.99) 2.89 (1.29) 9.28 (9.32)
bulk consistent 1.50 3.91 6.24 (7.41) 1.79 (0.62) 8.03 (8.07)

exp.1,3,4 4.0∼8.5b 7.4∼7.8c 0.85∼1.0d

formal 2.00 3.90 6.01 (7.48) 2.52 (1.06) 8.54 (8.58)
surface consistent 1.45 4.25 5.32 (6.52) 1.85 (0.65) 7.17 (7.21)

exp. 11 6.7 ( 0.4

a The formal charge and consistent point charge were used for the energy-difference calculations. Numbers in parentheses are the
empirically corrected values using eqs 1 and 2. b Valence-bandwidth. c Band gap. d Electron affinity.

Figure 5. (Color online) HOMO of 5 × 6 × 3 MgO clusters
modeling (a) bulk MgO and (b) MgO surface; sky-blue (lighter)
sphere, magnesium atom; red (darker) sphere, oxygen atom;
blue (darker) and red (lighter) shapes, isosurface (level )
0.03) of the molecular orbital.

Figure 6. (Color online) Distribution of orbital energies for
the 24 structures defined in Figure 1b. Vbottom*, orbital energy
of the bottom of valence orbitals of structure 0V; Vtop*, orbital
energy of the top of valence orbitals of structure 0V; LUMO*,
LUMO of structure 0V; Otop, the top of oxygen-vacancy energy
levels; Obottom, the bottom of oxygen-vacancy energy levels.
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gaps between red lines in Figure 6. The values of Otop-Obottom

seem to be related to the number of oxygen-vacancy pairs
separated by the nearest-neighbor oxygen distance, hereafter
denoted as Nbp. For example, in structure 2Vd, the two
oxygen vacancies are separated by more than the nearest-
neighbor distance between two oxygen atoms, thus giving
Nbp ) 0, and the value of Otop-Obottom is about 0.2 eV. On
the other hand, in structure 2Vb, the two oxygen vacancies
are separated by the nearest-neighbor oxygen distance (Nbp

) 1), and the value of Otop-Obottom is about 1.6 eV. To clarify
this point further, the relationship between Nbp and
Otop-Obottom for all of the considered structures is plotted in
Figure 7. As Nbp increases, the Otop-Obottom value also tends
to increase. Therefore, Nbp is a convenient index to under-
stand the orbital energy of oxygen-vacancy levels.

Figure 8 shows molecular orbitals of Obottom and Otop levels
for structures 2Vd and 2Vb. In structure 2Vd, the two oxygen
vacancies shown by crosses are relatively far apart, and both
molecular orbitals corresponding to Obottom (Figure 8a) and
to Otop (Figure 8b) localize at the oxygen-vacancy sites.
However, in structure 2Vb, molecular orbitals corresponding
to Obottom (Figure 8c) and to Otop (Figure 8d) delocalize along
the two oxygen vacancies. In both structures, 2Vd and 2Vb,
the molecular orbital corresponding to Obottom shows bonding
character, and that corresponding to Otop shows antibonding
character. Since those observed molecular orbitals are in the
vicinity of the oxygen vacancy sites, it is possible to view
these orbitals as those made by pseudoatoms. Under this
viewpoint, molecular orbitals corresponding to Obottom and
Otop are interpreted as bonding and antibonding molecular
orbitals made by two interacting pseudoatoms.

The concept of the pseudoatom was applied to the system
with six oxygen vacancies, structure 6V. A pseudoatom is
an electronically neutral atom representing an oxygen

vacancy and electrons of magnesium ions near the vacancy.
The system was modeled by a cluster composed of six helium
atoms. The helium atom is chosen as a representation of the
pseudoatom because both a helium atom and an oxygen
vacancy with a trapping charge of -2 have two electrons.
In Figure 9, molecular orbitals of oxygen-vacancy levels for
structure 6Va and those of the helium cluster are shown in
the order of increasing orbital energy. Molecular orbitals of
structure 6Va and the helium cluster have one-to-one
correspondence in the correct energy ordering. The degree
of delocalization differs, however, because in structure 6Va,
3s orbitals of surface magnesium atoms are dominant, while
in the helium cluster, composing atomic orbitals are much
more confined 1s orbitals.

It is informative to compare obtained orbital energies with
those obtained using the PBC calculated by Finocchi et al.18

They defined a unit cell of 16 atoms (4 × 4) at the surface,
of which eight are oxygen sites. Their structures containing
two oxygen vacancies at the surface, either homogeneously
or in a close-packed manner (0.25(h) and 0.25(cp), see
Figure 1 of ref 18), are compared to our structures 2Vc and
2Vb, respectively. Similarly, their structures containing four
oxygen vacancies at the surface (0.5(h) and 0.5(cp)) are
compared to our structures 4Vb and 4Va, respectively.

When one or more pairs of oxygen vacancies are located
at the nearest-neighbor oxygen distance, as in structures 2Vb
and 4Va, orbital energies agree with each other within 0.5
eV. For these systems, adjacent oxygen vacancies form
extended molecular orbitals that correspond to Otop and
Obottom. Therefore, interaction between more distant oxygen
vacancies introduced by the use of the PBC does not
significantly alter the oxygen-vacancy energy levels. On the
other hand, when no oxygen-vacancy pairs are separated by
the nearest-neighbor oxygen distance, as in structures 2Vc

Figure 7. The relationship between the number of oxygen-
vacancy pairs separated by the nearest-neighbor oxygen
distance and the energy difference between the top and
bottom of oxygen-vacancy levels (Otop-Obottom).

Table 3. Orbital Energies of the LUMO and the Oxygen
Vacancy Level (OFs) and Their Difference as well as
Experimentally Measured Absorption Energy of the F
Centera

LUMO OFs LUMO-OFs

uncorrected -2.52 -5.64 3.12
corrected by eqs 1 and 2 -1.06 -5.57 4.51
experiment 5.015

a A B3LYP/CEP-121G calculation was performed for a MgO
surface with one oxygen vacancy that traps a charge of -2
(Fs-center) modeled by a Mg45O44 (structure 1Va in Fig. 1b)
cluster embedded in a 15 × 16 × 8 formal point-charge-box. No
geometry relaxation effects were included.

Figure 8. (Color online) Molecular orbitals of the top and
bottom of the oxygen-vacancy levels for structures 2Vd and
2Vb. (a) Structure 2Vd, Otop; (b) structure 2Vd, Obottom; (c)
structure 2Vb, Otop; (d) structure 2Vb, Obottom. Sky-blue (lighter)
sphere, magnesium atom; red (darker) sphere, oxygen atom;
cross, oxygen-vacancy site; blue (darker) and red (lighter)
shapes, isosurface (level ) 0.03) of the molecular orbital.
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and 4Vb, the difference in orbital energies enlarges to more
than 0.8 eV. In this case, the sum of long-range interaction
between oxygen vacancies, which is present only in the PBC
model, is no longer negligible.

The PBC models a structure with oxygen vacancies
periodically spread over MgO materials. This structure may
be seen as annealed MgO, where oxygen vacancies evenly
spread over materials. On the other hand, in the cluster
model, aggregated oxygen vacancies are isolated. The
considered structures may thus be seen as a locally damaged
MgO surface by ion bombardment.

Conclusions

Electronic structures of perfect bulk MgO, perfect surface MgO,
an MgO surface with a surface F-center, and an MgO surface
with aggregated oxygen vacancies at the surface were calculated
using an embedded-cluster approach. The orbital-energy-related
quantities converge within 0.3 eV when a 5 × 6 × 3 cluster is
used. The inclusion of geometry-relaxation effects shifts the
orbital energies. However, the amount of the shift is almost
irrelevant to the number of oxygen vacancies. In the calculation
of perfect bulk MgO, perfect MgO surface, and an MgO surface
with one oxygen vacancy, measured valence-bandwidth, band
gap, and electron affinity were reproduced within a few tenths
of an electronvolt of error. To achieve this accuracy, an
empirical correction, accounting for the incompleteness of a
basis set, on orbital energies was applied. For an MgO surface
with aggregated oxygen vacancies at the surface, the distribution
of energy levels corresponding to oxygen-vacancy states
depends strongly on the number and configuration of oxygen
vacancies. When oxygen vacancies are separated by the nearest-
neighbor oxygen distance, the energy difference between the
top and bottom of the oxygen-vacancy levels (Otop-Obottom)
becomes larger. As the number of oxygen-vacancy pairs
separated by the nearest-neighbor oxygen distance increases,
the value of Otop-Obottom increases. Molecular orbitals of
oxygen-vacancy states largely localize in the vicinity of the
vacancy sites. An oxygen-vacancy site can therefore be viewed
as a pseudoatom. Molecular orbitals of the oxygen-vacancy
states can be interpreted as orbitals formed by interacting
pseudoatoms. Oxygen-vacancy energy levels for isolated vacan-
cies modeled by cluster calculation and those for evenly spread

vacancies modeled by PBC are similar when two vacancies
are adjacent. On the other hand, when no vacancy pairs are
separated by the nearest-neighbor oxygen distance, the differ-
ence in the vacancy energy levels becomes larger. It is
concluded that MgO with aggregated oxygen vacancies can
exhibit significantly different optical and electronic properties
as compared with MgO with monovacancies or periodically
distributed vacancies.
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Abstract: An alternative approach for the calculation of DFT-based reactivity descriptors
involving derivatives of the energy with respect to the number of electrons and the external
potential is further evaluated. Using functional derivatives with respect to the external potential,
the finite difference approximation was avoided for the local calculation of the Fukui functions
and the dual descriptor. A relevant set of molecules has been calculated after the optimization
of computational parameters. It is shown that the new approach correctly predicts the nucleophilic
attack on CH2O, the formation of CO metal complexes, the regioselectivity of monosubstituted
benzenes, and the softest nucleophilic site in some ambident nucleophiles.

1. Introduction

Density functional theory (DFT), with the electron density
(F(rj)) as the central quantity, provides an extraordinary tool
for the theoretical study of chemical systems. On the basis
of the Hohenberg and Kohn theorems1 and the subsequent
work of Kohn and Sham,2 DFT3,4 became highly popular
as an ab initio method during the past two decades, mainly
due to the development of accurate exchange-correlation
functionals5,6 and the implementation of the formalism in
mainstream ab initio programs.

The advantages of DFT mainly focus on its superior
accuracy per unit computational cost and the possibility of
defining chemical concepts in a precise way using the so-
called conceptual DFT.7–10 This flourishing DFT domain,
founded by Parr and co-workers, creates a theoretical
framework for various chemical reactivity concepts, allowing
their qualitative and quantitative use in reactivity studies.
For example, quantities such as electronegativity,11 hard-
ness,12 and softness13 received a strict definition in DFT.
Insight into the different descriptors showed that most
reactivity descriptors are defined as derivatives of the
electronic energy with respect to the number of electrons or

the external potential.14 (For an isolated system, the external
potential is the potential caused by the atomic nuclei.) The
Fukui function f(rj),15 for example, is defined as the (mixed)
variational derivative of the energy with respect to the
number of electrons N and the external potential V(rj):

f(r)) ∂
2E

∂Nδ V(r)
(1)

A simpler form of the Fukui function can be formulated using
the electron density, F(rj):

f(r)) (∂ F(r)

∂N )V(r)
(2)

Formulas 1 and 2 are problematic since the “derivative
discontinuity” in the energy (and the density) with respect
to the number of electrons16–21 makes f(rj) undefined for an
integer number of electrons and hence for any isolated
molecule. This can be overcome by introducing derivatives
from the right, f +, and from the left, f -. In line with Perdew
et al.’s16,17 conclusions, these derivatives can be computed
exactly with the electron densities of the anionic (FN+1(rj)),
cationic (FN-1(rj)), and neutral systems (FN(rj)):19,21

fN
+(r)) (∂ FN(r)

∂N )
V(r)

+

) FN+1(r)-FN(r) (3)

fN
-(r)) (∂ FN(r)

∂N )
V(r)

-

) FN(r)-FN-1(r) (4)
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The Fukui function from above, f +, represents the best way
to change the electron density in response to an increase in
the number of electrons; consequently, it can be employed
to predict the preferred site for a nucleophilic attack. The
Fukui function from below, f -, represents the best way to
change the electron density in response to a decrease in the
number of electrons; consequently, it can be employed to
predict the preferred site for an electrophilic attack.

Since practical DFT calculations generally use approximate
exchange-correlation functionals with a N-electron self-
interaction error,22 eqs 3 and 4 are not exact anymore.
Although the finite difference expressions are only approx-
imate19,20,23,24 for those situations, they are conventionally
used as the reference method for the calculation of Fukui
functions. This is justified by the fact that approximate
exchange-correlation functionals are usually more accurate
for systems with integer numbers of electrons than they are
for systems with fractional electron numbers. For example,
the ionization potentials computed by the finite difference
approximation are more accurate than those computed from
the highest occupied molecular orbital (HOMO) energy.25

Examination of the higher-order energy derivatives can
lead to new descriptors of chemical importance.26 Morell et
al. introduced the dual descriptor27–30 this way:

f(2)(r)) ∂
3E

∂
2Nδ V(r)

(5)

The actual significance of this new descriptor becomes clear
by incorporating the definition of the Fukui function:

f(2)(r)) (∂ f(r)

∂N )V(r)
= f+(r)- f-(r) (6)

Within this finite difference approximation, the dual
descriptor can be interpreted as the difference between the
Fukui functions for nucleophilic and electrophilic attacks.
The dual descriptor thus gives a combination of both Fukui
functions: it is positive for locations where a nucleophilic
attack is more probable than an electrophilic attack and
negative where electrophilic attack is more probable.

The theoretical basis for the dual descriptor is explained
in ref 28, as is its application to various molecules. Its
usefulness has been shown by the determination of the
regioselectivities in the electrophilic aromatic substitutions
on monosubstituted benzenes27 and other organic reaction
types.29–31

In this article, a recent approach for the calculation of
Fukui functions, presented by some of the authors,32,33 is
further evaluated and extended for the dual descriptor. The
Fukui function is calculated as the functional derivative of
the electronic chemical potential to the external potential:

f(r)) ( δµ
δ V(r))N

(7)

This alternative definition can easily be obtained from eq 2
using a Maxwell relation. The derivative can then be
calculated on the basis of the responses of the electronic
chemical potential (µ) to a large number of perturbations in
the external potential modeled by randomly placed point
charges.

As the dual descriptor can be expressed in terms of the
functional derivative of the hardness to the external potential,
an analogous scheme can be developed for its calculation.

2. Methodology

2.1. Functional Derivatives. When the derivative dis-
continuity is taken into account, the following definitions
for the Fukui functions can be rewritten as

fN
+) ( δµN

+

δ V(r))N
(8)

fN
-) ( δµN

-

δ V(r))N
(9)

Similar to formulas 3 and 4, the finite difference approxima-
tion seems inevitable for the evaluation of µ+ and µ- if an
approximate exchange-correlation functional is used. In this
case, the proposed formulas 8 and 9 would give the same
result as eqs 3 and 4. However, because the exchange-
correlation potentials associated with the local density
approximation (LDA) and generalized gradient approxima-
tions (GGAs)34,35 do not have a “derivative discontinuity”,
the orbital energies are exactly equal to the chemical
potentials in those approximations.36–38

µ+) εLUMO (10)

µ-) εHOMO (11)

Here, εLUMO denotes the lowest unoccupied molecular orbital
(LUMO) energy and εHOMO the HOMO energy.

Incorporation of these conclusions yields the following
expressions for the Fukui functions:

fN
+(r)) (δ εLUMO

δ V(r) )
N

(12)

fN
-(r)) (δ εHOMO

δ V(r) )
N

(13)

These new formulas are exact only for LDA- and GGA-
type functionals.

Extending this for the dual descriptor, one finds that

f(2)(r)) 2 ( δη
δ V(r))= (δ(µ+- µ-)

δ V(r) )
N
)

{ δ( εLUMO - εHOMO)
δ V(r) }

N
(14)

with η being the hardness, defined as the second derivative
of the energy to the number of electrons.

2.2. Theoretical Method. The functional derivatives were
calculated using the scheme described in ref 32. This
technique can be used for evaluating the functional derivative
of any property Q with respect to the external potential:

(δ Q[V(r)]

δ V(r) )N
(15)

When the definition of a functional derivative is used, the
responses of Q[V(rj)] to P perturbations {wi(rj)}i ) 1

P in the
external potential can be written as
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Q[V+wi]-Q[V])∫ (δ Q[V]

δ V(r) )N
wi(r) dr with i ∈

{ 1, 2, ... , P} (16)

This equation is only valid in the linear response regime,
that is, only for small perturbations.

Expansion of the functional derivative in a basis set

(δ Q[V(r)]

δ V(r) )N
)∑

j)1

K

qj �j(r) (17)

gives

Q[V+wi]-Q[V])∑
j)1

K

qj ∫ wi(r) �j(r) dr with i ∈

{ 1, 2, ... , P} (18)

This set of simultaneous linear equations for the coefficients
of expansion can be rewritten as

d )Bq (19)

where B is a K × P matrix with elements Bij ) ∫ wi(rj) �j(rj)
djr, d is a P-dimensional column matrix with elements di )
Q[V + wi] - Q[V], and q is a K-dimensional column matrix
with elements qi.

Equation 19 can be solved once P > K using a linear least-
squares fitting. In practice, P needs to be much larger than
K to ensure convergence. If desired, the normalization of
the calculated functional derivative can be imposed by adding
an extra equation to the set.

2.3. Implementation. The external potential is perturbed
using point charges which are randomly distributed around
the molecule. The response of the HOMO and LUMO energy
determines the matrix d. B is analytically computed from
the basis set and the point charges. Equation 19 is then solved
for q. Finally, substitution of the resulting expansion coef-
ficients into eq 17 yields the desired functional derivative.
In the case of the calculation of the Fukui functions, Q should
be taken as εLUMO or εHOMO (see eqs 12 and 13).

The calculation of the dual descriptor occurs in a similar
way, though the responses of the hardness with respect to
variations in the external potential are needed. Using the
“finite difference” approximation for the explicit calculation
of the hardness, one finds

f(2)(r)) 2 ( δη
δ V(r))N

= (δ (µ+- µ-)
δ V(r) )

N
(20)

For LDA and GGA functionals, this is equivalent to

f(2)(r)) { δ( εLUMO - εHOMO)
δ V(r) }

N

) { [δ εLUMO

δ V(r) ]
N
- [δ εHOMO

δ V(r) ]
N
}

) f+(r)- f-(r) (21)

The proposed calculation scheme for f (2)(rj) is thus equal
to the one in eq 6, except that the used Fukui functions are
obtained using our alternative method.

3. Computational Details

All molecular structures were optimized at the B3LYP/6-
311+G(d,f)39 level of theory. Calculations of the energy and

orbital energies were carried out using the Perdew-Becke-
Enrzerhof (PBE) exchange-correlation functional and the
6-311++G(d) basis set.

All calculations were performed with Gaussian 0340 in
combination with the program described in refs 32 and 33.
Contour plots were generated using Mathematica,41 while
isosurfaces are constructed with Gaussview.42

4. Results and Discussion

In the following section, we examine the reactivity of
different molecules using local Fukui functions and the local
dual descriptor computed with the perturbational method
described above. We will first test its implementation,
concentrating on local reactivity indices for the molecules
CH2O, SCN-, and CO. Having established the reliability of
the method, an elaborate set of more complex molecules will
be investigated, focusing mainly on the results for the local
dual descriptor.

4.1. Determination of Computational Parameters. An
important issue when using the aforementioned perturbational
technique for the calculation of Fukui functions is the
determination of the optimal working parameters of the
program, like the distribution, the size and the number of
the point charges, and the option to enforce the normalization
of the functions.

Prior to the determination of these parameters, we had to
decide which basis set to use for the expansion of the
functional derivatives, compare eq 17. In order to get an
optimal accuracy, this basis set should be as flexible as
possible and should also incorporate the decay of the density
and its derivatives, which is twice as fast as the one for wave
functions. These arguments lead to the choice of the Ahlrichs
Coulomb Fitting auxiliary basis set,43,44 which is a density-
based basis set, typically used for the accelerated calculation
of Coulomb integrals in DFT calculations.

For our purposes, the incorporation of only s and p
functions is sufficient. The contraction coefficients are
neglected, which makes the set more flexible.

The first parameter to be considered is the positioning of
the point charges. Each of the point charges is randomly
distributed around an atom in a volume defined by two
concentric spheres with radii Rmin and Rmax, which are
expressed in units of the van der Waals radius of the atom
under consideration. As the functional derivative can only
be accurate in regions where sampling has occurred, a large
sampling region is required for the local calculation of
functional derivatives. Consequently, we chose to place the
point charges between 0.01 and 2.0 units of van der Waals
radii of the composing atoms. This region, for example,
corresponds to a sampling between distances of 0.02 and
4.43 Å from the nucleus for the hydrogen atom.

The magnitude of the point charges determines the size
of the change of the orbital energies. Because we are
restricted to the linear response region for the change in
orbital energy, the determination of this parameter follows
from a careful consideration between producing significant
changes and remaining in the linear response region.

A comparison of a series of plots for the formaldehyde
molecule for different acceptable point charge sizes showed
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that the most reliable results were generated with point
charges of 0.005 e or 0.010 e. Because of this, we chose to
use fixed point charges of 0.005 e, which are automatically
doubled if the orbital energy response is too small to be
significant.

Finally, the only remaining parameter to be determined is
the number of point charges we use. Since each placed point
charge implies a single-point energy calculation, it is
necessary to balance between an acceptable CPU time and
a reliable convergence of the least-squares fitting. On the
basis of the inspection of the molecular symmetry in the
f +(r) contour plots for the molecular plane of CH2O (i.e.,
does the local function show the correct molecular sym-
metry), we decided to use 400 point charges per atom. With
the chosen set of working parameters and by adding a
normalization equation with a weight of 1, normalizations
turn out to be good and usually only differ from the exact
values by a factor of 10-2 or even 10-3.

4.2. Fukui Function Calculations of Small Mole-
cules. Before turning to the dual descriptor, we will perform
an analysis of CH2O, SCN-, and CO using Fukui functions
with contour and isosurface plots, computed as described
above.

Formaldehyde is a typical reference molecule for testing
Fukui functions because of its reactive carbonyl group: the
carbon atom is known to undergo nucleophilic attack, while
the oxygen atom is the preferred site for an electrophilic
attack. When this is taken into account, f+(rj) should have

large values around the carbon atom, while f -(rj) should be
large close to the oxygen atom. Figures 1 and 2, obtained
with the perturbational method, depict contour plots of these
functions for the carbonyl group in the plane perpendicular
to the molecular plane.

As can be seen, the contour plots are marked by high Fukui
function values in the neighborhood of the carbon atom for
f+(rj) and high f -(rj) values for the oxygen atom, in perfect
agreement with experimental reactivity and finite difference
results.24 Both plots reveal spurious fluctuations of the Fukui
functions near the nucleus. This effect is a consequence of
the limited sampling in the direct surroundings of the nuclei.
Elaborate sampling in this region solves the problem but
requires a significant increase of CPU time without generat-
ing any reactivity-related information.

Passing to carbon monoxide (CO), as an alternative to
contour plots, isosurfaces are used. In view of the extensive-
ness of the isosurface in the direct environment of the carbon
atom, this atom is predicted to be the most reactive for
nucleophilic and electrophilic attacks. Nonetheless, both
surfaces in Figure 3 have a distinct shape, indicating that
the orientation of an incoming nucleophile or electrophile
at the initial stage of the reaction might be different.

As a third case, we investigated the reactivity of the
ambident nucleophile SCN-, which possesses two reactive
sites for an electrophilic attack.45 In this situation, the
hardness of the reactive site playssvia the HSAB principlesan
important role in the selectivity.

Figure 1. f(+) contourplot of the carbonyl group in formaldehyde in the plane perpendicular to the molecular plane. Coordinates:
C at -0.52 Å, O at 0.67 Å on the z axis.

Figure 2. f(-) contourplot of the carbonyl group in formaldehyde in the plane perpendicular to the molecular plane. Coordinates:
C at -0.52 Å, O at 0.67 Å on the z axis.
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It is well-known that, for anions, GGA functionals yield
positive or very small HOMO energies, which exhibit
considerable basis set dependence.46 For that reason, µ- was
estimated using vertical ionization energies (eq 22), implying
an extra single-point calculation of the N - 1 system for
each perturbation.

µ-) (∂E
∂N)V(r)

-
)EN -EN-1 (22)

In Figure 4, we show the contourplot of f -(rj) for the
molecular plane of SCN-. The results seem similar to the
ones obtained in ref 47: the Fukui function clearly demon-
strates that the softest reaction site is the sulfur atom. Hard
electrophiles will prefer to interact with the nitrogen atom.
These results are in agreement with experimental data,45 as
are the ones for two other typical ambident nucleophiles,
CH2CHO- and NO2

-, for which data can be found in the
Supporting Information.

4.3. Application of Dual Descriptor to Small Mole-
cules. The excellent quality of the Fukui functions using the
perturbational approach gives the necessary confidence for
the application of the new methodology in the computation
of local descriptors. Hence, the local dual descriptor will be
calculated for the molecules CH2O and CO. The ambident
nucleophile, SCN-, will be left out of consideration, because
its reactivity is almost entirely determined by describing its
behavior toward electrophilic attacks, which is best charac-
terized by f - (cf. previous section).

Results of f (2) for formaldehyde are displayed in Figure
5: areas with f (2)(rj) > 0 are susceptible to undergoing a
nucleophilic attack, and areas with f (2)(rj) < 0 are more likely
to accept an electrophilic attack. As the Fukui functions
(Figures 1 and 2), f (2)(rj) generates the correct reactivity for
the carbonyl of formaldehyde with positive values near the
carbon atom and negative values close to the oxygen atom.

An interesting advantage of the dual descriptor is its ability
to smoothen both Fukui functions involved. This effect also
diminishes the spurious oscillations around the nuclear
positions.

For CO, f (2)(rj) sketches an image analogous to the Fukui
functions (Figure 3), as the negative values of the descriptor
(electrophilic attack) are mainly situated at the carbon
terminus of the CO bond and positive values (nucleophilic
attack) are located near the carbon atom in a tire-shaped way,
positioned perpendicular to the bonding axis.

The preceding results can be seen as a generalization of
the classical explanation for the bonding patterns observed
in transition-metal-carbonyl compounds. In these systems,
an interaction occurs between the (electrophilic) metal ion
and the electrons in the CO HOMO orbital, which is mainly
localized on the carbon atom, resulting in a bonding σ orbital.
Further stabilization is then obtained through a π interaction
between the electrons in the d orbitals of the metal (the
nucleophile) and the LUMO of CO.48

4.4. Regioselectivity in Electrophilic Aromatic Sub-
stitution. Because of the remarkable selectivity difference
between ortho/para and meta directors in electrophilic
aromatic substitution (EAS) reactions,49 which has already
been studied in previous conceptual DFT work,50,51 this
reaction provides interesting test cases for the new pertur-
bational method.

Since f (2)(rj) is a combination of the Fukui functions for
electrophilic and nucleophilic attack, it should give enough
relevant information to elucidate the reactivity. In order to
facilitate the interpretation of the ring reactivity, no fitting
basis functions were placed on the hydrogen atoms.

First, phenol and aniline were considered. Their OH and
NH2 groups are electron donors that promote substitutions
on ortho and para positions in an EAS.

Figure 7 depicts the results for f (2)(rj); the yellow regions
correspond to zones with a negative dual descriptor which
are susceptible to an electrophilic attack. These regions are
the most pronounced for the para positions, whereas the
reactivity of the ortho positions, which are expected to be
susceptible to undergoing electrophilic attacks too, is less
clear. Therefore, the same isosurfaces are shown from
another angle in Figure 8. In these figures, one can see small
nested zones at the ortho positions which are sensible for an
electrophilic attack.

Figure 3. Isosurface (0.01 au) of f(+) and f(-) for CO.

Figure 4. f(-) contourplot of SCN-. Coordinates of the atoms in Å: N at -1.81, C at -0.63, and S at 1.03 on the z-axis.
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Next, two deactivating, meta-directing cases, benzaldehyde
and cyanobenzene, were calculated.

As can be seen in Figure 9, an important reactivity switch
occurred in comparison with the ortho/para directors. For
cyanobenzene, the para position is clearly deactivated for
an electrophilic attack, while the meta position now exhibits
a yellow region. Quite surprisingly, the bond between the
ipso and ortho positions is surrounded by a yellow surface.
An inspection of the finite difference f (2)(rj) at the same level
of theory (PBE/6-311++G(d,f)) reveals good agreement with
the results of the perturbational method. Deviations of our
results from the previously obtained finite difference results27

at the Hartree-Fock (HF/6-311G(d,f)) level, which do not
predict an ipso reactivity, could thus be ascribed to the use
of the PBE functional in the DFT calculations.52,53

Results for benzaldehyde pose another difficulty because
no specific reactivity pattern can be recognized in the

isosurface of Figure 9, whereas the finite difference dual
descriptor (PBE/6-311++G(d)) is able to predict a more
realistic reactivity. In search of possible explanations, the
composing Fukui functions were examined. Primarily, f -(rj)
exhibited strange behavior with a reactivity concentrated on
the substituent, leaving the ring basically inactive for an EAS.
As previously explained, f -(rj) is constructed from the
responses of the HOMO energy. A plot of the HOMO density
reveals that this orbital is predominantly located on the
substituent and is thus unable to predict the correct ring
reactivity. Since the two lower-lying orbitals are located on
the aromatic ring, we used these orbitals together with the
HOMO in order to obtain an adjusted version of f -(rj):

Figure 5. f (2) contourplot of the carbonyl group in formaldehyde in the plane perpendicular to the molecular plane. Coordinates:
C at -0.52 Å, O at 0.67 Å on the z axis.

Figure 6. Isosurface of f (2) (0.02 au, positive regions are
red, negative regions are yellow) for CO.

Figure 7. View of the isosurface of f (2) (0.002 au, positive
regions are red, negative regions are yellow) for the molecular
plane of phenol and aniline.

Figure 8. View of the isosurface of f (2) (0.002 au, positive
regions are red, negative regions are yellow) for the plane
perpendicular to the molecular plane of phenol and aniline.

Figure 9. View of the isosurface of f (2) (0.002 au, positive
red, negative yellow) for the molecular plane of cyanobenzene
and benzaldehyde.
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f-(r)) (δ (εHOMO + εHOMO-1 + εHOMO-2) ⁄ 3

δ V(r) )
N

(23)

Figure 10 shows that the adjusted f -(rj) (eq 23) improves
the reactivity picture. Meta positions exhibit yellow regions;
nonetheless, the rest of the ring, mainly the ortho-ipso bond,
presents similar behavior. The improved results obtained with
formula 23 suggest the occurrence of orbital mixing during
the different perturbations: when several orbitals are close
in energy, different perturbations will access different
orbitals.54–56 Because the inclusion of the three highest
orbitals does not provide a perfect prediction of the chemical
reactivity yet, it may be necessary to include additional
orbitals in eq 23. It is also possible that the present
methodswhich models an infinitesimal change in the number
of electronssdoes not adequately predict the orbital relax-
ation contribution to the Fukui function.50,57–60 (It is known,
for example, that DFT functionals are more accurate for an
integer electron number than they are for a fractional electron
number.61) So, it is also possible that a more-accurate model
of orbital relaxation effects would bring the picture in Figure
10 into closer agreement with the experimentally observed
reactivity preferences.

In addition, the Supporting Information contains a number
of other molecules like propene, propenal, ethanal, propanon,
and chlorobenzene that were tested with the perturbational
method. In all of the cases, the dominant reactivity for
electrophilic addition, nucleophilic addition, and electrophilic
aromatic substitution was recovered with regard to experi-
mental results.

5. Conclusions

We have given a validation of and extension to the
perturbational method32,33 for the calculation of DFT-based
reactivity descriptors by computing local Fukui functions and
the dual descriptor. The method is based on a Maxwell
relation to circumvent the need to take the derivatives with
respect to the number of electrons and uses functional
derivatives with respect to the external potential instead.

The results confirm the usefulness of the dual descriptor
as a new reactivity index for electrophilic and nucleophilic
attacks. Moreover, the convincing results for both the Fukui

functions ((δµ/δV(rj))N) and the dual descriptor ((δη/δV(rj))N)
also indicate the general validity of the perturbational
approach, making it an interesting methodology for the
calculation of functional derivatives to the external potential
of any global property.

As such, the long-lasting problem concerning DFT-based
reactivity descriptors involving derivatives with respect to
the number of electrons can successfully be circumvented
by switching to expressions with functional derivatives to
the external potential, obtained using Maxwell relations.
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Chem. Phys. Lett. 1995, 240, 283–289.

(44) Eichkorn, K.; Weigend, F.; Treutler, O.; Ahlrichs, R. Theor.
Chem. Acc. 1997, 97, 119–124.

(45) Hudson, R. F. Nucleophilic Reactivity. In Chemical ReactiV-
ity and Reaction Paths; Klopman, G., Ed.; Wiley: New York,
1974; pp 167-252.

(46) Simons, J.; Jordan, K. D. Chem. ReV. 1987, 87, 535–555.

(47) Langenaeker, W.; De Proft, F.; Geerlings, P. THEOCHEM
1996, 362, 175–179.

(48) Atkins, P.; Overton, T.; Rourke, J.; Weller, M.; Amstrong, F.
Inorganic Chemistry, 4th ed.; Oxford University Press:
Oxford, United Kingdom, 2006; pp. 59.

(49) Clayden, J.; Greeves, N.; Warren, S.; Wothers, P. Organic
Chemistry; Oxford University Press: Oxford, United King-
dom, 2001; pp 547-579.

(50) Langenaeker, W.; De Proft, F.; Geerlings, P. J. Phys. Chem.
1995, 99, 6424–6431.

(51) De Proft, F.; Van Alsenoy, C.; Peeters, A.; Langenaeker, W.;
Geerlings, P. J. Comput. Chem. 2002, 23, 1198–1209.

(52) Langenaeker, W.; Demel, K.; Geerlings, P. THEOCHEM
1991, 80, 329–342.

(53) Anderson, J. S. M.; Melin, J.; Ayers, P. W. J. Chem. Theory
Comput. 2007, 3, 375–389.

(54) da Silva, R. R.; Ramalho, T. C.; Santos, J. M.; Figueroa-Villar,
J. D. J. Phys. Chem. A 2006, 110, 1031–1040.

(55) Maksic, Z. B.; Vianello, R. J. Phys. Chem. A 2006, 110,
10651–10652.

(56) da Silva, R. R.; Ramalho, T. C.; Santos, J. M.; Figueroa-Villar,
J. D. J. Phys. Chem. A 2006, 110, 10653–10654.

(57) Yang, W.; Parr, R. G.; Pucci, R. J. Chem. Phys. 1984, 81,
2862–2863.

(58) Bartolotti, L. J.; Ayers, P. W. J. Phys. Chem. A 2005, 109,
1146–1151.

(59) Ayers, P. W. Phys. Chem. Chem. Phys. 2006, 8, 3387–3390.

(60) Melin, J.; Ayers, P. W.; Ortiz, J. V. J. Phys. Chem. A 2007,
111, 10017–10019.

(61) Zhang, Y.; Yang, W. J. Chem. Phys. 1998, 109, 2604–2608.

CT800027E

1072 J. Chem. Theory Comput., Vol. 4, No. 7, 2008 Fievez et al.



Computational Studies on the Mechanisms and
Dynamics of OH Reactions with CHF2CHFOCF3 and

CHF2CH2OCF3

Lei Yang, Jing-yao Liu,* and Ze-sheng Li*

Institute of Theoretical Chemistry, State Key Laboratory of Theoretical and
Computational Chemistry, Jilin UniVersity, Changchun 130023, P. R. China

Received January 30, 2008

Abstract: The dual-level direct dynamics method has been employed to investigate the
multichannel hydrogen abstraction reactions of CHF2CHFOCF3 + OH (R1) and CHF2CH2OCF3

+ OH (R2) theoretically. The optimized geometries and frequencies of the stationary points
and the minimum energy path are calculated at the B3LYP/6-311G(d,p) level, and the energetic
information is further refined by the MC-QCISD method. There are two hydrogen abstraction
channels for reaction R1 and three hydrogen abstraction channels for reaction R2. And four
products, CF2CHFOCF3, CHF2CFOCF3, CF2CH2OCF3, and CHF2CHOCF3, are produced during
these two reactions. The enthalpies of formation for the species involved in the two reactions
(CHF2CHFOCF3, CF2CHFOCF3, CHF2CFOCF3, CHF2CH2OCF3, CF2CH2OCF3, and CHF2-
CHOCF3) are calculated via isodesmic reaction. Furthermore, the reaction mechanisms of
subsequent reactions of product radicals (CF2CHFOCF3, CHF2CFOCF3, CF2CH2OCF3, and
CHF2CHOCF3) with the OH radical are studied at the same level. The rate constants of reactions
R1 and R2 are evaluated by means of canonical variational transition-state theory including the
small-curvature tunneling correction over a wide range of temperatures, from 250 to 1200 K.
Our results show that the tunneling correction plays an important role in the rate constant
calculation in the low-temperature range. Agreement between the calculated and experimental
data available at 298 K is good. It is found that the fluorine substitution decreases the reactivity
of the C-H bond, and as a result, reaction R2 may proceed much easier than reaction R1. The
Arrhenius expressions over a wide temperature range are obtained, and the kinetic isotope
effects for reactions CHF2CHFOCF3/CDF2CDFOCF3 + OH and CHF2CH2OCF3/CDF2CD2OCF3

+ OH are estimated so as to provide theoretical estimation for future laboratory investigation.

Introduction

Since chlorofluorocarbons (CFCs) cause the depletion of the
stratospheric ozone layer as well as global warming, a large
number of replacement compounds such as hydrochlorofluo-
rocarbons (HCFCs) and hydrofluorocarbons (HFCs) have been
selected for industrial applications. Unfortunately, some of them
have considerable global warming potentials. Furthermore,
HCFCs contain Cl atoms and thus contribute to ozone depletion.

Finding the suitable industrial replacement of CFCs remains a
challenge, because of the complex considerations of perfor-
mance, safety, and environmental properties required. Recently,
hydrofluoroethers (HFEs) have been suggested as substitutes
for CFCs and have been used in various industrial applications,1,2

since they contain neither chlorine nor bromine atoms and have
no ozone depletion potential (ODP).3 Moreover, the introduction
of ether linkage -O- may lead to an even greater reactivity in
the troposphere, and thus HFEs are considered to be promising
substitutes of CFCs. Prior to its large-scale industrial use, it is
necessary to assess its environmental impact by determining
its atmospheric lifetime.

* Corresponding author. Fax: +86-431-88498026. E-mail:
ljy121@mail.jlu.edu.cn (J.-y. L.); zeshengli@mail.jlu.edu.cn
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In general, the degradation of HFEs is initiated by the
oxidation reaction with OH radicals in the atmosphere.
Therefore, study of the reactivity of HFEs against OH
radicals is important for the evaluation of their atmospheric
lifetime. In the present work, our attention will focus on the
reactions of molecules CHF2CHFOCF3 and CHF2CH2OCF3

with OH radicals. As Ravishankara et al.3 mentioned,
chemical reactions involving CF3O and CF3OO lead to
negligibly small ODPs, which means that the molecules
containing CF3 groups may be no more harmful to the
stratospheric ozone layer. For the reaction of CHF2CHFOCF3

with OH, the hydrogen atom can be abstracted from R- and
�-carbon atoms, so two H-abstraction channels are feasible.

CHF2CHFOCF3 +OHfCF2CHFOCF3+H2O

(R1a)

CHF2CHFOCF3 +OHfCHF2CFOCF3+H2O

(R1b)

Oyaro et al.4 studied this reaction using the relative rate
method, and the rate constant at 298 K was given as (6.8 (
1.1) × 10-15 cm3 molecule-1 s-1. However, for the reaction
of CHF2CH2OCF3 with OH, no experimental data are
reported. Only Urata et al.5 evaluated the rate constant by
using the empirical estimation method to give a value of
3.27 × 10-14 cm3 molecule-1 s-1 at 298 K. Since
CHF2CH2OCF3 has C1 symmetry, the two hydrogen atoms
in the CH2 group are not equivalent, and as a result, three
distinct channels are found, that is,

CHF2CH2OCF3 +OHfCF2CH2OCF3 +H2O

(R2a)

CHF2CH2OCF3 +OHfCF2CHOCF3 +H2O

(R2b,R2b′)

To the best of our knowledge, no other experimental or
theoretical study is carried out for the two reactions.
Furthermore, the kinetic isotope effects (KIEs) may play an
important role in investigating the kinetic nature of the
reactions, but there has been no experimental determination
for the two reactions. To ascertain the environmental impact
of these two molecules, theoretical studies on the mechanisms
of reactions CHF2CHFOCF3/CHF2CH2OCF3 + OH, the
temperature dependence of the rate constants, and KIEs for
reactions CHF2CHFOCF3/CDF2CDFOCF3 + OH and CHF2-
CH2OCF3/CDF2CD2OCF3 + OH are very desirable.

Here, a dual-level (X//Y) direct dynamics6–8 method is
employed to study the kinetic nature of reactions R1 and
R2. In this approach, dynamics calculations are based directly
on the results of electronic structure calculations. As usual,
X//Y refers to optimization and frequencies at a low level
of theory with single-point energies from a high level of
theory. The rate constants for each reaction channel are
evaluated using the variational transition state theory
(VTST)9–11 with an interpolated single-point energies (ISPE)
approach.12 The centrifugal-dominant small-curvature semi-
classical adiabatic ground-state tunneling (CD-SCSAG)
approximation13,14 is included. Then, the total rate constants
within 250-1200 K, the product branching ratios, and KIEs

are obtained. The comparison of theoretical and literature
results is made.

The radicals CF2CHFOCF3, CHF2CFOCF3, CF2CH2OCF3,
and CHF2CHOCF3 are the major products produced in
reactions R1 and R2, and they may further degrade through
their reactions with the OH radical. However, there is no
report on the properties of these radicals or their further
degradation processes in the atmosphere, which are important
to assess their environmental impact. Thus, the other goal
of the present work is to provide deep insight into the reaction
mechanism of these product radicals with OH.

CF2CHFOCF3 +OHf products (R3)

CF2CH2OCF3 +OHf products (R4)

CHF2CFOCF3 +OHf products (R5)

CHF2CHOCF3 +OHf products (R6)

Calculation Methods

In the present study, all of the electronic structure calculations
are carried out with the Gaussian 03 program.15 The
optimized geometries and harmonic vibrational frequencies
of all of the stationary points (reactants, transition states,
complexes, and products) involved in reactions R1–R6 are
calculated by using the B3LYP method (Becke’s three-
parameter nonlocal-exchange functional16 with the nonlocal
correlation functional of Lee, Yang, and Parr17) with the
6-311G(d,p) basis set. To quantify the level of trust in the
method, the geometries and harmonic vibrational frequencies
of reactants, products, and transition states for reaction R1
are also performed at the MP2 level of theory (restricted or
unrestricted second-order Møller-Plesset perturbation theory)
with the 6-311G(d,p) basis set as well as using the BB1K
method (the Becke88-Becke95 one-parameter model18)
using the 6-31+G(d,p) basis set.19 At the B3LYP/6-
311G(d,p) and BB1K/6-31+G(d,p) levels, the minimum
energy paths (MEPs) are calculated by the intrinsic reaction
coordinate (IRC) theory. Also, the energy derivatives,
including gradients and Hessians at geometries along the
MEP, are obtained. Single-point energy calculations for the
stationary points and the extra energies along the MEP are
carried out using the multicoefficient correlation method
based on quadratic configuration interaction with single and
double excitations (MC-QCISD).20 Then, the energy profile
is refined at the MC-QCISD//B3LYP/6-311G(d,p) and MC-
QCISD//BB1K/6-31+G(d,p) levels.

The initial information on the potential energy surface is
put into the POLYRATE 8.4.1 program,21 and then the
dynamic calculations for reactions R1 and R2 are calculated
by using VTST9–11 with the ISPE12 method. The ISPE
method is a dual-level direct dynamics scheme, in which a
few extra energies calculated at a high level of theory along
the low-level MEP are used to correct the classical energetic
profile of the reaction. The rate constants are calculated using
canonical variational transition state theory (CVT)22 with the
CD-SCSAG approximation proposed by Truhlar and co-
workers.13,14 Most of the vibrational modes are treated as
quantum-mechanical separable harmonic oscillators. The
hindered-rotor approximation of Truhlar and Chuang is used
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for calculating the partition functions of the lowest modes
associated with the torsion. In the calculation of the electronic
partition functions, the excited state of the OH radical, with
a 140 cm-1 splitting, is included. The total rate constant of
each reaction is obtained as the sum of the individual rate
constant of each H-abstraction channel.

The enthalpies of formation of species are estimated by
using isodesmic reactions.23 Isodesmic reactions are those
in which the number and type of bonds are conserved.
Because of the electronic similarity between reactants and
products, these reactions will cancel the systematic errors
in the calculations and lead to accurate results. Here, we
predict the enthalpies of formation for species
CHF2CHFOCF3, CF2CHFOCF3, CHF2CFOCF3,
CHF2CH2OCF3, CF2CH2OCF3, and CHF2CHOCF3 using the
following isodesmic reactions:

CHF2CHFOCF3+CH4fCH3OCH3 +CF3CF3

(R7)

CF2CHFOCF3 +CH4+CH4fCH3OCH3 +CF3 +CF3CH3

(R8)

CHF2CFOCF3 +CH4 +CH4fCH3OCH3 +CF3 +
CF3CH3 (R9)

CHF2CH2OCF3 +CH4 +CH4fCH3OCH3 +CHF2CH3 +
CHF3 (R10)

CF2CH2OCF3 +CH4 +CH4fCH3OCH3 +CHF2CH3 +
CF3 (R11)

CHF2CHOCF3 +CH4 +CH4 +CH4fCH3OCH3 +
CH2F2 +CHF3 +CH2CH3 (R12)

Results and Discussion

Electronic Structure Calculations. The optimized struc-
tural parameters of the stationary points involved in R1 and
R2 calculated at the B3LYP/6-311G(d,p), BB1K/6-31+G(d,p),
and MP2/6-311G(d,p) levels are displayed in Figure 1, along
with the limited experimental data.24,25 In addition, others
involved in R3–R6 are given in the Supporting Information
(Figure S1). As shown in Figure 1, when comparison is
available, the optimized parameters at the B3LYP/6-
311G(d,p), BB1K/6-31+G(d,p), and MP2/6-311G(d,p) levels
are in reasonable agreement with each other. With respect
to reaction R1, the reactant complexes are stabilized by the
hydrogen-bond attractive interaction between O′ and H′′ and
between F′ and H′ (Figure 1), due to the high electronega-
tivities of the fluorine and oxygen atoms. Also, the product
complexes CP1a and CP1b with energies less than the
products are located at the exits of channels R1a and R1b.
For reaction R2, two reactant complexes (CR2a and CR2b)
and three product complexes (CP2a, CP2b, and CP2b′) are
identified at the reactant and product sides of the three
channels, respectively. These indicate that each reaction
channel may proceed via an indirect mechanism. With
respect to the transition states TS1a, TS1b, TS2a, TS2b, and
TS2b′, the breaking C-H bonds are stretched by 11.4, 12.0,
9.8, 10.5, and 11.4%, respectively, compared to the corre-
sponding reactants, and the forming O-H bonds are longer

than the equilibrium bond lengths in H2O by 35.7, 35.1, 39.4,
34.5, and 32.7%, respectively, at the B3LYP/6-311G(d,p)
level. The elongations of the forming bonds are greater than
those of the breaking bonds, indicating that these transition
states are all reactant-like, so H-abstraction reactions R1 and
R2 may proceed via “early” transition states. The similar
results can be obtained for reaction R1 at the BB1K/6-
31+G(d,p) level.

The harmonic vibrational frequencies of the stationary
points calculated at the B3LYP/6-311G(d,p), BB1K/6-
31+G(d,p), and MP2/6-311G(d,p) levels as well as the
available experimental data24,26 are presented in Table S1
(Supporting Information). The vibrational frequencies are
calculated to characterize the nature of each critical point
and make zero-point energy (ZPE) correction. The number
of imaginary frequencies (0 or 1) indicates whether a
minimum or a transition state has been located. “Zero”
imaginary frequencies correspond to a local minimum, while
“one” imaginary frequency corresponds to transition struc-
ture. At the B3LYP/6-311G(d,p) level, the imaginary fre-
quencies of TS1a, TS1b, TS2a, TS2b, and TS2b′ are 940i,
1009i, 610i, 790i, and 954i cm-1, respectively.

Energetics. An accurate knowledge of the enthalpies of
formation (∆Hf,298

° ) for species is required for a thorough
understanding of the kinetics and mechanisms of their
reactions, particularly in atmospheric modeling. The ∆Hf,298

°

values of CHF2CHFOCF3, CF2CHFOCF3, CHF2CFOCF3,
CHF2CH2OCF3, CF2CH2OCF3, and CHF2CHOCF3 are ob-
tained by using the calculated reaction enthalpies of the
isodesmic reactions R7–R12 and the experimental ∆Hf,298

°

of the other species involved in the reactions (CH4, -17.89
kcal/mol;27 CF3CF3, -321.2 kcal/mol;27 CHF3, -166.60
kcal/mol;27 CF3, -112.4 kcal/mol;27 CH2F2, -107.71 kcal/
mol;27 CH3OCH3, -43.99 ( 0.12 kcal/mol;28 CHF2CH3,
-118.78 ( 0.95 kcal/mol;29 CF3CH3, -178.94 kcal/mol;30

CH2CH3, 28.4 ( 0.5 kcal/mol31). The enthalpies of formation
calculated at the MC-QCISD//B3LYP/6-311G(d,p) level are
-362.89 ( 0.12, -338.21 ( 0.12, -338.10 ( 0.12, -312.43
( 1.07, -289.82 ( 1.07, and -265.36 ( 0.65 kcal/mol for
CHF2CHFOCF3, CF2CHFOCF3, CHF2CFOCF3, CHF2CH2-
OCF3, CF2CH2OCF3, and CHF2CHOCF3, respectively, which
are presented in Table 1. Note that the error limits are
calculated by adding the maximum uncertainties of the
∆Hf,298

° values of reference species.
The reaction enthalpies (∆H298

° ) and potential barriers (∆E)
calculated at the MC-QCISD//B3LYP/6-311G(d,p), MC-
QCISD//BB1K/6-31+G(d,p), and MC-QCISD//MP2/6-
311G(d,p) levels are displayed in Table 2. As shown in Table
2, the ∆H298

° and ∆E values obtained at the MC-QCISD//
B3LYP, MC-QCISD//BB1K, and MC-QCISD//MP2 levels
show good mutual agreement. It is known that MP2 is
expensive for such systems, so we employed B3LYP/6-
311G(d,p) as the low level to get the rate constants of the
two systems. To further verify the reliability of B3LYP, we
also performed the dynamic calculations for reaction R1 at
the MC-QCISD//BB1K/6-31+G(d,p) level.

Schematic potential energy surfaces obtained at the MC-
QCISD//B3LYP/6-311G(d,p) level for reactions CHF2-
CHFOCF3 + OH (R1) and CHF2CH2OCF3 + OH (R2) are
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plotted in Figure 2a and b. The energy of reactant is set to
zero for reference. Seen from Figure 2a, we can find that
two hydrogen-bond complexes, CR1a (-2.54 kcal/mol) and
CR1b (-0.57 kcal/mol), are located at the reactant side of
channels R1a and R1b, respectively. And two complexes,
CP1a and CP1b, with the energies being 0.52 and 0.57 kcal/
mol lower than the products, are located at the product sides
of R1a and R1b, respectively. The barrier height of channel

R1a is 4.61 kcal/mol, which is only about 0.8 kcal/mol lower
than that of channel R1b. Furthermore, channels R1a and
R1b are exothermic at about -16.81 and -16.77 kcal/mol,
which is almost the same. Thus, H abstractions from -CHF2

and -CH2- groups may be kinetically and thermodynami-
cally competitive channels. Furthermore, the relative energies
of the transition states, complexes, and products obtained at
the MC-QCISD//BB1K level are also displayed in Figure

Figure 1. Optimized geometries of reactants, products, complexes, and transition states at the B3LYP/6-311G(d,p), MP2/6-
311G(d,p) (in parentheses), and BB1K/6-31+G(d,p) (in square brackets) levels of reactions CHF2CH2OCF3/CHF2CHFOCF3 +
OH. The numbers in curly brackets are the experimental values.24,25 Bond lengths are in angstroms, and angles are in degrees.
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2a. It is seen that the barrier heights obtained at the MC-
QCISD//BB1K level are in good agreement with those
obtained at the MC-QCISD//B3LYP level. At the B3LYP/
6-311G(d,p) level, two hydrogen-bond complexes (CR2a and
CR2b) are located at the reactant side of the channels (R2a
and R2b) of reaction R2; the stabilization energies are -1.45
and -1.91 kcal/mol for CR2a and CR2b, respectively. Also,
three complexes, CP2a, CP2b, and CP2b′, are located at the
exits of channels R2a, R2b, and R2b′ with the energies lower
than the corresponding products. With respect to the transi-
tion states of R2, the relative energy of TS2b, 4.10 kcal/
mol, is the lowest one, indicating that OH attack on the H
atoms in the -CH2- group is most favored kinetically. In
addition, TS2b′ (H′ in the -CH2- group is abstracted by
OH) lies about 0.8 kcal/mol higher than TS2b. By analysis,
we find that, for channel R2b, the abstracted hydrogen (H)
lies between H and F, whereas for channel R2b′, the
abstracted hydrogen (H′) lies between F and F, so the steric
hindrance for channel R2b′ is a little larger than the one for
channel R2b, which leads to the higher potential energy
barrier of R2b. Although the barrier height of channel R2a
is about 0.4 kcal/mol lower than that of R2b′, the latter is
more exothermic than the former by about 2.6 kcal/mol. So,
channels R2a and R2b′ are expected to be competitive, while
channel R2b is the dominant route kinetically and thermo-
dynamically. This view is further supported in the following
rate constant study. In addition, the energies of transition
state TS1b (5.43 kcal/mol, relative to the reactants) is higher
than those of TS2b (4.10 kcal/mol) and TS2b′ (4.93 kcal/
mol) at the MC-QCISD//B3LYP/6-311G(d,p) level, indicat-
ing that the substitution of H by F decreases the reactivity
of the C-H bond toward hydrogen abstraction. A similar
conclusion can be obtained from the reactions OH with
CH3OCH3 and CF3OCH3.32

Now, our focus will be fixed on the subsequent reactions
of product radicals with OH: CF2CHFOCF3 + OH (R3),
CF2CH2OCF3 + OH (R4), CHF2CFOCF3 + OH (R5), and
CHF2CHOCF3 + OH (R6). The potential energy surfaces
(PESs) of these reactions obtained at the B3LYP/6-311G(d,p)
level are shown in Figure 3a and b. From Figure 3a and b,
wecanfindthatallofthesereactionstaketheaddition-elimination
mechanisms. Without any association barriers, the OH radical
initially attacks the product radicals on the free radical site
via electrostatic interaction between the reactant species.
These are barrierless association processes, and four inter-
mediates, M1, M2, M3, and M4, are produced with the
energies 111.36, 109.33, 106.93, and 99.77 kcal/mol, re-
spectively, lower than the reactants. Starting from M1, it can
take the concerted 1,3-H-shift and C-H-bond-rupture pro-
cesses to form product complex CP1 (-75.13 kcal/mol).

Subsequently, CP1 dissociates to the final products
CF2CFOCF3 and H2O, that is,

CF2CHFOCF3 +
OHfC(OH)F2CHFOCF3 (M1)fCP1fCF2CFOCF3 +

H2O (R3)

A similar case can be found in reactions CF2CH2OCF3 +
OH (R4) and CHF2CFOCF3 + OH (R5). However, the case
is different for reaction CHF2CHOCF3 + OH (R6). The
intermediate M4 has two H atoms which are not equivalent.
With the large amount of heat released from the addition
processes, M4 can take a concerted 1,3-H shift and cleavage
of a neighbor C-H bond via transition state TS4, forming
CF2CHOCF3 and H2O, which is similar to the situation
discussed above. Also, M4 can take a concerted 1,2-H shift
and adjacent C-H cleavage to form CP5 via transition state
TS5 and then produce products CHF2COCF3 and H2O. These
reactions can be summarized as follows:

CF2CH2OCF3 +OHfC(OH)F2CH2OCF3 (M2)f

CP2fCF2CHOCF3 +H2O (R4)

CHF2CFOCF3 +OHfCHF2C(OH)FOCF3 (M3)f

CP3fCF2CFOCF3 +H2O (R5)

CHF2CHOCF3 +OHfCHF2CH(OH)OCF3 (M4)f

CP4fCF2CHOCF3 +H2O (R6a)

CHF2CHOCF3 +OHfCHF2CH(OH)OCF3 (M4)f

CP5fCHF2COCF3 +H2O (R6b)

From Figure 3a and b, we can see that all of the transition
states and products lie below the respective reactants, which
means that the addition-elimination processes are all
thermodynamically and kinetically accessible, and the prod-
ucts CF2CFOCF3, CF2CHOCF3, and CHF2COCF3 may be
easily produced during these processes. So, these products
may be expected to be observed experimentally. We hope
that the present theoretical prediction may assist in future
laboratory investigations.

Dynamic Calculations. For the H-abstraction reactions
R1 and R2, direct dynamic calculations are performed on
the basis of the electronic structure information above. The
reactant and product complexes for the reaction channel (if
it exists) are taken into account in the dynamic calculations
performed by the Polyrate program. Similar cases have been
discussed by Galano et al.33 The MEPs of reactions R1 and
R2 are calculated by IRC theory at the B3LYP/6-311G(d,p)
level, and the potential energy profile is further improved
with the ISPE method at the MC-QCISD//B3LYP level. As
pointed out by Truhlar et al.,34 four single-point calculations
are important to correct the lower-level reaction path for the
ISPE method: two points are close to the 300 K turning
points and are useful primarily to estimate the width of the
barrier; two other points are close to the lower-level saddle
point and are useful primarily to locate the dual-level saddle
point. So the single-point energies evaluated at four extra
points (denoted as VTST-ISPE-4) are used for the spline
fit. For the purpose of comparison, the dynamics calculations
of reaction R1 are also carried out with the VTST method
at the MC-QCISD//BB1K level.

Table 1. Enthalpies of Formation (kcal/mol) of the Species
CHF2CHFOCF3, CF2CHFOCF3, CHF2CFOCF3,
CHF2CH2OCF3, CF2CH2OCF3, and CHF2CHOCF3

Calculated at the MC-QCISD//B3LYP/6-311G(d,p) Level

species ∆Hf,298
° species ∆Hf,298

°

CHF2CHFOCF3 -362.89 ( 0.12 CHF2CH2OCF3 -312.43 ( 1.07
CF2CHFOCF3 -338.21 ( 0.12 CF2CH2OCF3 -289.82 ( 1.07
CHF2CFOCF3 -338.10 ( 0.12 CHF2CHOCF3 -265.36 ( 0.62
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Figure 4 shows the plot of the classical potential energy
curve (VMEP), ground-state vibrationally adiabatic energy
curve (Va

G), and zero-point energy curve (ZPE) as functions
of s (amu)1/2 ·bohr at the MC-QCISD//B3LYP level for
channel R1a, where Va

G ) VMEP + ZPE. Due to the similarity,
the plots for R1b, R2a, R2b, and R2b′ are depicted in Figure
S4 (Supporting Information). From Figure 4, we can find
that the ZPE is practically constant as s varies, with only a

gentle drop near the saddle point. The VMEP and Va
G curves

are similar in shape, and the maxima are also located at the
same position, implying that the variational effect will be
small. The following study will further support this view.

The rate constants of each reaction channel are calculated
by using TST, CVT, and CVT with small-curvature tunneling
(SCT) correction over the temperature range 250-1200 K
at the MC-QCISD//BLYP/6-311G(d,p) level. The plots of

Table 2. The Enthalpies (∆H298
° ) and Potential Barriers (∆E) (kcal/mol) with ZPE Correction at the MC-QCISD//B3LYP,

MC-QCISD//BB1K, and MC-QCISD//MP2 Levels

levels MC-QCISD//B3LYP MC-QCISD//BB1K MC-QCISD//MP2

∆H298
° ∆E ∆H298

° ∆E ∆H298
° ∆E

CHF2CHFOCF3 + OH f CF2CHFOCF3 + H2O (R1a) -16.51 4.61 -16.33 4.32 -16.45 4.67
CHF2CHFOCF3 + OH f CHF2CFOCF3 + H2O (R1b) -16.39 5.43 -16.18 5.36 -16.19 5.36
CHF2CH2OCF3 + OH f CF2CH2OCF3 + H2O (R2a) -17.55 4.46 -17.55
CHF2CH2OCF3 + OH f CHF2CHOCF3 + H2O (R2b) -20.07 4.10 -19.95
CHF2CH2OCF3 + OH f CHF2CHOCF3 + H2O (R2b′) -20.07 4.93 -19.95

Figure 2. (a) Schematic potential energy surfaces for reaction CHF2CHFOCF3 + OH. Relative energies (in kcal/mol) are calculated
at the MC-QCISD//B3LYP+ZPE and MC-QCISD//BB1K+ZPE levels. (b) Schematic potential energy surfaces for reaction
CHF2CH2OCF3 + OH. Relative energies (in kcal/mol) are calculated at the MC-QCISD//B3LYP+ZPE level.

Figure 3. Schematic potential energy surfaces for reactions CF2CHFOCF3/CF2CH2OCF3 + OH. Relative energies (in kcal/mol)
are calculated at the MC-QCISD//B3LYP/6-311G(d, p)+ZPE level. (b) Same as part a except for reactions CHF2CFOCF3/
CHF2CHOCF3 + OH.
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TST, CVT, and CVT/SCT rate constants of channel R1a as
functions of the reciprocal of the temperature are present in
Figure 5, and the corresponding plots of R1b, R2a, R2b, and
R2b′ are shown in Figure S5 (Supporting Information). Also,
the calculated CVT/SCT rate constants at the MC-QCISD//
BB1K/6-31+G(d,p) level for channels R1a (k′1a) and R2a
(k′1b) are displayed in Figures 5 and Figure S5 (Supporting
Information), respectively. Seen from the figures, the cal-
culated CVT/SCT rate constants at the MC-QCISD//B3LYP
level agree well with those obtained at the MC-QCISD//
BB1K level. At the MC-QCISD//B3LYP level, the TST and
CVT rate constants for H abstraction from -CHF2 are very
close over the whole temperature range, which indicates that
the variational effect is small. These results are in accord
with the above analysis. Moreover, by contrasting the CVT
and CVT/SCT rate constants, it is found that SCT correction
plays an important role for each channel at the lower

temperatures. For example, the ratios of kCVT/SCT/kCVT at 250
K are 4.4, 1.1, 4.6, 9.5, and 11.4 for R1a, R1b, R2a, R2b,
and R2b′, respectively.

The total rate constants of R1 and R2 are obtained as the
sum of the individual rate constants associated with the
corresponding channels. Figure 6 presents the individual
CVT/SCT rate constants of each reaction channel of R1 and
R2 (k1a, k1b, k2a, k2b, and k2b′) and the total rate constants k1

and k2 (k1 ) k1a + k1b and k2 ) k2a + k2b + k2b′) obtained at
the MC-QCISD//B3LYP level, along with the available
literature values.4,5 Also, the total rate constants of channel
R1 calculated at the MC-QCISD//BB1K level (k′1 ) k′1a +
k′1b) are plotted in Figure 6 for comparison. In addition, the
temperature dependence of the k1a/k1, k1b/k1, k2a/k2, k2b/k2, and
k2b′/k2 branching ratios is plotted in Figure 7. For reaction
R1, H abstraction from the -CHF2 group (R1a) is a more
competitive channel over the whole temperature range, whereas
the contribution of channel R1b should be considered at the
lower temperature range. For example, k1a/k1 branching ratios
are 71.2, 88.7, and 96.1% at 298, 500, and 1200 K, respectively.
From Figure 6, we can see that the total rate constants calculated
at the two levels show good agreement in the whole temperature
range, within a factor of 0.6-1.2. The values of k1 and k′1 are
6.64 × 10-15 and 5.33 × 10-15 cm3 molecule-1 s-1 at 298 K,
respectively, which are consistent with the only experimental
value [(6.80 ( 1.1) × 10-15 cm3 molecule-1 s-1] obtained by
Oyaro et al.4 The good agreements between theoretical and
experimental values and between the results at the two levels
imply that the B3LYP method is reliable in the location of the
transition state and the reaction path for such systems. So, for
reaction R2, the dynamic calculations are just performed at the
MC-QCISD//B3LYP level. For reaction R2, seen in Figure 7,
the dominant reaction channel is channel R2b, that is, H
abstraction from the -CH2- group, leading to the product
CHF2CHOCF3, and the channels R2a and R2b′ are competitive
channels. The k2a/k2, k2b/k2, and k2b′/k2 branching ratios are 16.4,
73.4, and 10.2% at 298 K and 28.3, 42.0, and 29.7% at 1200
K. Thus, all of these channels (R2a, R2b, and R2b′) should be
taken into account over the whole temperature range. Our
calculated rate constant at 298 K (2.74 × 10-14 cm3 molecule-1

s-1) is slightly lower than the available literature value, 3.27
× 10-14 cm3 molecule-1 s-1, estimated by using the empirical
estimation method.5 In addition, the rate constant of reaction
R2 (k2) is about 1 order of magnitude larger than that of reaction
R1 (k1); that is to say, reaction R2 may proceed much easier
than reaction R1, and the fluorine substitution decreases the
reactivity of the C-H bond. This is because F is strongly
electron-withdrawing; the electron density on the carbon atom
of -CHF is more reduced in CHF2CHFOCF3 than that of
-CH2- in CHF2CH2OCF3. Consequently, the smaller rate
constants are found for reaction R1.

The rate constants exhibit strong non-Arrhenius behavior
in the temperature range of 250-1200 K. Since there is little
experimental data for these two reactions, to provide useful
guides for future experimental study, the three-parameter fits
based on the CVT/SCT rate constants within 250-1200 K
give the expressions as follows (in units of cm3 molecule-1

s-1): k1 ) [2.49 × 10-24]T4.10 exp(-488/T), k2 ) [4.26 ×
10-23]T3.80 exp(-404/T).

Figure 4. Classical potential energy curve (VMEP), ground-
state vibrationally adiabatic energy curve (Va

G), and zero-point
energy curve (ZPE) as functions of s (amu)1/2 bohr at the MC-
QCISD//B3LYP/6-311G(d,p) level for channel CHF2CHFOCF3

+ OH f CF2CHFOCF3 + H2O (R1a).

Figure 5. The TST, CVT, and CVT/SCT rate constants
calculated at the MC-QCISD//B3LYP level and the CVT/SCT
rate constants calculated at the MC-QCISD//BB1K level as a
function of 103/T for the reaction channel R1a.
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Furthermore, the kinetic isotope effects for the reactions
CHF2CHFOCF3 + OH (R1)/CDF2CDFOCF3 + OH (R1*)
and CHF2CH2OCF3 + OH (R2)/CDF2CD2OCF3 + OH (R2*)
are calculated over the whole temperature range. The
calculated KIEs for the total reactions R1 (k1/k1*) and R2
(k2/k2*) are shown in Figure 8, and the KIEs for individual
channels R1a, R1b, R2a, R2b, and R2b′ are displayed in the
Supporting Information (Figure S8). As shown in Figure 8,
the two reactions present normal KIEs, that is, greater than
1. The KIE values are 12.2 and 2.0 at 298 K for reactions
R1 and R2, respectively, and the KIEs decrease with the
temperature increase. Since there is no experimental value
to make a comparison, we hope the present predictions for
KIEs may be helpful for future experimental investigations.

Conclusions
In this paper, the dual-level direct dynamic method is
employed to investigate theoretically the hydrogen abstrac-

tion reaction systems CHF2CHFOCF3 + OH (R1) and
CHF2CH2OCF3 + OH (R2). The PES information is obtained
at the B3LYP/6-311G(d,p) level, and the higher-level ener-
gies for the stationary points and extra points along the
minimum energy path are refined at the MC-QCISD theory.
Two and three hydrogen abstraction channels are found for
reactions R1 and R2, respectively, and four products,
CF2CHF2OCF3, CHF2CF2OCF3, CF2CH2OCF3, and CHF2-
CHOCF3, are produced. Using group balance isodesmic
reactions as working reactions, the ∆Hf,298

° values are
-362.89 ( 0.12, -338.21 ( 0.12, -338.10 ( 0.12, -312.43
( 1.07, -289.82 ( 1.07, and -265.36 ( 0.65 kcal/mol for
CHF2CHFOCF3, CF2CHFOCF3, CHF2CFOCF3, CHF2-
CH2OCF3, CF2CH2OCF3, and CHF2CHOCF3, respectively,
at the MC-QCISD//B3LYP/6-311G(d,p) level. Furthermore,
the subsequent reaction mechanisms of the reactions of the
above four product radicals with the OH radical are

Figure 6. The rate constants k1a and k1b for the reaction channels of CHF2CHFOCF3 + OH and k2a, k2b, and k2b′ for CHF2CH2OCF3

+ OH; the total rate constants k1 (k1 ) k1a + k1b) and k2 (k2 ) k2a + k2b + k2b′) calculated at the MC-QCISD//B3LYP/6-311G(d,
p) level; and the total rate constants k′1 (k′1 ) k′1a + k′1b) calculated at the MC-QCISD//BB1K/6-31+G(d,p) level along with the
literature values4,5 as a function of 103/T.

Figure 7. Calculated branching ratio for reactions CHF2CHFOCF3 + OH and CHF2CH2OCF3 + OH as a function of 103/T at the
MC-QCISD//B3LYP/6-311G(d, p) level.
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investigated theoretically at the same level in this article.
Wefoundthatallofthesereactionstaketheaddition-elimination
mechanisms. These processes are all thermodynamically and
kinetically accessible, and the products CF2CFOCF3,
CF2CHOCF3, CHF2COCF3, and H2O are expected to be
observed. The rate constants of the H-abstraction reaction
channels are calculated by using CVT with the SCT
correction. For each H-abstraction reaction channel, the
variational effect is small over the whole temperature region,
and the SCT correction plays an important role in the rate
constant calculation in the lower-temperature range. For
reaction R1, H abstraction from the -CHF2 group (R1a) is
the more competitive channel over the whole temperature
range, whereas the contribution of channel R1b should be
considered at the lower temperatures. For reaction R2, the
preferred reaction channel is channel R2b. However, the
contribution of channels R2a and R2b′ should be also taken
into account over the whole temperature range. In addition,
the rate constant of reaction R2 (k2) is about 1 order of
magnitude larger than that of reaction R1 (k1). To provide
good estimation for future laboratory investigations, the fitted
three-parameter expressions within 250-1200 K for these
two reactions are given, k1 ) [2.49 × 10-24]T4.10 exp(-488/
T), k2 ) [4.26 × 10-23]T3.80 exp(-404/T) cm3 molecule-1

s-1.
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Abstract: The adiabatic reactive molecular dynamics (ARMD) method provides a framework
to study chemical reactions using molecular dynamics simulations with minimal computational
overhead. Here, ARMD is generalized to an arbitrary reactive process between two states in
which reactants and products can be treated by an atomistic force field. The implementation is
described, and the method is applied to two systems: the kinetics of NO rebinding to myoglobin
(Mb) as a validation system and the conformational transition in neuroglobin (Ngb) which explores
the full functionality of ARMD. For MbNO, the nonexponential kinetics observed both in
experiment and earlier ARMD studies is reproduced. Furthermore, the sensitivity of the results
with respect to the asymptotic separation between the two potential energy surfaces (NO bound
and unbound) is studied.

1. Introduction

Describing the dynamics of chemical reactions and extracting
meaningful information that can be compared with experi-
mental data is a major challenge in computational chemistry.
For most chemically and biologically relevant processes the
inherent difficulty lies in the large span of time- and length
scales involved. Ideally, the computational treatment of
chemical reactions in condensed phases, on surfaces, or in
macromolecular systems requires methods that are capable
of describing motions and time scales in the sub-Å/fs
range (electrons, atomic rearrangements) to the tens-of-Å/
ms range in a realistic fashion. The computational cost of
accurate electronic structure calculations (ab initio calcula-
tions including electron correlation) prohibits the direct use
of such methods including the time dependence of the
process for large systems. On the other hand, the simplified
form of the interaction potential used in standard force fields
is not designed to describe changes in the electronic structure.
The quantum mechanical/molecular mechanical (QM/MM)
method1–4 is a popular way to combine the accuracy of
electronic structure calculations for the reacting fragments
with the efficiency of classical force fields. This method has
been used to locate critical points on the PES, which can
provide useful information.5–7 Typically, studies including

dynamics and configurational heterogeneity are carried out
at the semiempirical level.8,9 Exceptions to this are, e.g.,
proton transfer reactions in small water- and ammonia-
containing systems.10–12 The Empirical Valence Bond
(EVB)13,14 is a method in which the PES is described by
two or more valence states, each described parametrized as
a force field, which are mixed according to an empirical
coupling term. EVB is comparable in efficiency to conven-
tional force field calculations which allows dynamics simula-
tions. In its original version, an EVB representation is
calibrated by forcing the calculated ground-state energy at
certain points to reproduce their experimentally determined
free energies.13 In more recent applications EVB potentials
have also been calibrated in view of data from electronic
structure calculations. If the reaction involves a change of
electronic state, then surface hopping methods15,16 where the
system can switch between several surfaces in a stochastic
process provides a useful way to treat the dynamics.
However, computational efficiency is still an issue since the
switching probability has to be calculated from nonadiabatic
coupling elements, which requires detailed knowledge of the
electronic structure. The latter is particularly challenging for
systems with a complicated electronic structure, such as
metal-containing proteins, where strong multireference char-
acter of the metal-center is common.* Corresponding author e-mail: m.meuwly@unibas.ch.
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Recently an approach was presented which is applicable
to reactions involving two potential energy surfaces where
quantum effects (e.g., tunneling or coherence) are less
important because the transitions are to a good ap-
proximation adiabatic (e.g., due to strong coupling
between the two states). Adiabatic Reactive Molecular
Dynamics (ARMD) was successfully used to quantitatively
study the nonexponential rebinding kinetics of nitric oxide
(NO) to myoglobin (Mb).17 Photolysis and subsequent
rebinding of small molecules to the heme group of
globular proteins such as myoglobin and hemoglobin has
become one of the paradigm processes in biophysics and
has provided a substantial insight into the interplay
between structure, function, and dynamics of protein-ligand
complexes.18,19 Earlier experiments of myoglobin rebind-
ing kinetics focused on the binding of CO vs O2.20–22

Given the important biological role of NO as a messenger
molecule involved in platelet aggregation and immune
response,23,24 the interest in the reactive dynamics between
NO and Mb has considerably increased.25–29 Finally,
MbNO is also an interesting system for ultrafast spec-
troscopy given its rapid rebinding kinetics with a fast time
scale in the picosecond range28,30 and for molecular
dynamics simulations,17,27 since many interesting pro-
cesses occur on a time scale suitable for computational
work.

Neuroglobin is a recently discovered member of the globin
protein family expressed in the nerve cells of vertebrates.31

The function of this protein is unknown, although it seems
to be upregulated in cases of hypoxia (oxygen deficiency),
suggesting a protective role.32 The crystal structure of
unligated neuroglobin was recently solved and revealed a
number of interesting differences compared to other
globins.33 Unlike myoglobin, the unligated protein is hexa-
coordinated, with active-site histidines acting as axial ligands.
Analysis of the X-ray experiments found that the measured
electron density in the active site could not be well fitted
with a single conformation. Using a second conformation
with 30% occupancy and a different heme orientation the
quality of the fitting was considerably improved. The
biological significance for these almost degenerate conforma-
tions is unknown, although NMR experiments indicate that
binding of CN- is significantly slower in one of the
conformations.34

In the present work the general formulation of ARMD
to treat reactions involving two potential energy surfaces
is presented and applied to two system of biological
interest. First the Mb-NO rebinding problem27,28 is
reconsidered to validate the generalized implementation,
and second we study the equilibrium and switching
between different conformational states in neuroglobin33

to demonstrate the generality of the code and also show
how one can parametrize the method from experimental
data. The current work is structured as follows. First,
details about the ARMD algorithm and its implementation
are provided. Next, the computational setup for the two
test systems is described, and the results from extensive
ARMD simulations are presented. Finally, conclusions
summarize the work.

2. Computational Methods.
2.1. The ARMD Algorithm. In the following, the po-

tential energy surfaces (PESs) considered have the standard
CHARMM35 form
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where ri, θj, φk, and �l are bond lengths, covalent angles,
dihedrals, and improper dihedrals, respectively, the kx

parameters are force constants, γk is a dihedral offset, qi are
atomic partial charges, and σij, εij are pairwise Lennard-Jones
radius and well-depths. In addition to these terms, Morse
potentials are used for anharmonic bonds

VMorse )De(1- exp(-�(r- r0)))
2 (2)

where r0 is the equilibrium bond length, De is the dissociation
energy, and � is the anharmonicity parameter. VMorse is
particularly useful in studying the breaking and formation
of bonds.

The force field description (eq 1) of the reactants (VR) and
the products (VP) differs by a number of force field
parameters. In a macromolecular system the number of
energy terms by which VR and VP differ is usually small
compared to the total number of energy terms. The latter is
of order N for bonded and of order N2 for nonbonded terms,
where N is the total number of atoms. Thus, it is only
necessary to provide a small number of additional parameters
compared to a standard simulation to describe the differences
between R and P.

For the general case where VR and VP represent different
electronic states, the two PESs are separated by an asymptotic
energy difference that does not appear in a classical force
field. In standard force fields only energy differences have
physical significance, whereas the absolute energy scale is
unimportant. For a meaningful comparison of the energies
of the two force fields defining VR and VP, a constant ∆ (the
“asymptotic separation”) is introduced so that VR+∆ and VP

share a common ‘zero’ of energy. In principle, the energy
difference between two electronic states at a chosen geometry
can be estimated from a single quantum chemical calculation,
which allows to set ∆. In practice, however, it is preferable
to calibrate ∆ to reproduce experimental data.

The dynamics of the system is initiated and propagated
on the ground state V0(xb) ) min[VR+∆, VP]. At each time
step the energy difference ∆V ) VR - VP + ∆ is calculated
and compared with the previous step. If ∆V switches sign
at time tcross, a crossing between the PESs has been detected.
Since prior to the crossing point the dynamics takes place
on one diabatic surface, the mixing of surfaces due to
coupling has to be introduced a posteriori to create the
adiabatic surface. This is achieved by reconstructing the
system at the time point tcross - Tmix/2. The crossing between
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the two diabatic surfaces is then carried out by gradually
switching the PES from VR + ∆ to VP by using a time
dependent switching function f(t) according to

V) f(t)(VR +∆)+ (1- f(t))VP (3)

f(t) is chosen so that at the crossing time tcross the surfaces
are mixed with equal contributions, i.e f(tcross) ) 0.5. In this
way the procedure is time reversible in the sense that a
backward trajectory will follow the same path. Furthermore
0 e f(t) e 1 and f(t) increases monotonically with t. Among
the possible functions that fulfill these conditions the
following was deemed suitable

f(t)) 1
2

[tanh(R(t- tcross) ⁄ (Tmix - δt))+ 1] (4)

here written for a switch from VP to VR. The constant R is
chosen so that f(t) is close to 0 and 1 for 0 < t < tcross -
Tmix/2 and t > tcross + Tmix/2, respectively. In the present
simulations R ) 4.8 was used. In the opposite switch process,
f(t) is replaced with 1 - f(t). After the switch the dynamics
continues on VP. During the switch and for a time interval t
) Tmix/2 after a crossing, no new crossing can take place.
This avoids that two crossings overlap in time. For t > Tmix/2
the algorithm is reset, ∆V is monitored, and configurations
are stored for a next surface crossing.

2.2. Implementation and User Interface. The strategy
outlined above was implemented in CHARMM together with
a user interface designed to make the method as general and
flexible as possible. For details concerning conventions used
in CHARMM the original reference should be consulted.35

The input data required are the parameters ∆, Tmix, and R
and all force field parameters that differ between VR and VP.
If the atom connectivities for the system in VR and VP differ
(i.e., a chemical reaction is investigated) the exclusion lists
controlling the nonbonded interactions between atoms sepa-
rated by two or three covalent bonds in the two states have
to be modified. Such modifications are automatically gener-
ated from the protein structure file and the additional input
concerning the changes in topology between the two surfaces.

Energy terms that differ between VR and VP are modified
according to f(t)(VR+∆) + (1-f(t))VP term by term in eq 1
during a surface crossing. However, for the electrostatic
interaction, instead of scaling the Coulombic energy term,
the charges qi which change between VR and VP are scaled:
qi(t) ) f(t)qi

(R) + (1-f(t))qi
(P), and then the electrostatic energy

and forces can be calculated by any available method. This
simplifies the use of different techniques such as shifted
cutoff, reaction fields,36 or Ewald summation37 for treating
the long-range electrostatics. Note that this leads to a
quadratic scaling of electrostatic interaction terms between
pairs of atoms where both charges are subject to change
during the switch.

2.3. Simulation Setup and Protocols. All simulations
were carried out using CHARMM35 together with the
CROSS module described above. Except for the parameters
used for the reacting regions (see further below) all param-
eters are from the CHARMM2238 all-atom force field. For
water molecules the TIP3P model was used.39

For both systems (rebinding of NO to myoglobin and
conformational substates in Ngb) stochastic boundary condi-

tions40 were used. The water sphere (radius of 25 Å) was
centered around the iron atom of the heme group, and the
radius of the inner region where free Newtonian dynamics
takes place was 20 Å. The systems were solvated by
overlaying the protein with a pre-equilibrated water sphere
and removing all waters in close contact (<2.8 Å) with any
atom of the protein. The water sphere was rotated, and the
overlay was repeated twice. For all simulations the SHAKE41

algorithm was applied to all covalently bound hydrogen
atoms which allows a time step of 1 fs.

Rebinding in MbNO. The initial coordinates for MbNO
were taken from the previous study of Nutt and Meuwly,17

to allow direct comparison. These initial conditions represent
a state where the ligand has been photodissociated from the
heme group after equilibration in the bound state. The
velocities are then randomized by sampling from the ap-
propriate Maxwell-Boltzmann distribution. Subsequently,
statistics on the rebinding events is collected as described
previously.17 The experimentally accessible observable is the
fraction N(t) of unbound ligand survived. In ARMD this
corresponds to the fraction of trajectories still on the unbound
PES at time t after photodissociation. The force field
parameters for the 5- and 6-coordinated heme group were
taken from Meuwly et al.27 The NO was represented by a
simple two-center charge model with charges -qO ) qN )
0.063e and a harmonic oscillator as internal potential energy
function. In the previous ARMD study of this system17 a
two-dimensional PES from extensive QM calculations was
used with the ligand center-of-mass (CoM) to iron distance
and the Fe-CoM-O angle as the coordinates.29 For the
current validation simulations the force field described in
previous work was used for the bound state, namely a Morse
oscillator for the ligand-heme coordination bond, and a
harmonic term for the Fe-N-O angle.27 The simpler PES
for the Fe-NO interaction was used to test ARMD under
common conditions where no specialized interaction poten-
tials for specific coordinates are available. Also, it is of
interest to see whether the salient features of the rebinding
reaction can be understood without a more sophisticated PES.

Table 1. Parameters of the Two Surfaces Used in the
Neuroglobin Simulations

parameter
surface 1

(70%)
surface 2

(30%)

r0/Å (His64(Nε)-Fe) 2.40 1.85
kb/kcal ·mol-1 ·Å-2

(His64(Nε)-Fe)
50.0 50.0

r0/Å (His96(Nε -Fe)) 1.90 2.00
kb/kcal ·mol-1 ·Å-2

(His96(Nε)-Fe)
75.0 75.0

θ0/° (His64(N ε)-Fe-NHeme) 87.00 80.00
ka/kcal ·mol-1 · rad-2

(His64(Nε)-Fe-NHeme)
50.00 40.00

θ0/° (His96(Nε)-Fe-NHeme) 93.00 100.00
ka/kcal ·mol-1 · rad-2

(His96(Nε)-Fe-NHeme)
50.00 40.00

θ0/° (His64(Nε)-Fe-His96(Nε)) 177.00 150.00
ka/kcal ·mol-1 · rad-2

(His64(Nε)-Fe-His96(Nε))
50.00 60.00

φ0/° (His64/96(Cδ)-His64/96(Nε)-Fe-NHeme) 0.00 0.00
kd/kcal ·mol-1 · rad-2

(His64/96(Cδ)-His64/96(Nε)-Fe-NHeme)
0.05 0.05

m (His64/96(Cδ)-His64/96(Nε)-Fe-N Heme) 4 4
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Conformational Substates in Ngb. In the experimental
structure of neuroglobin two conformations with relative
populations 70/30 were observed.33 The heme group remains
hexacoordinated in both cases, but the orientation and bond
lengths between the ferric heme iron and the two coordinating
histidine groups differ. Switching between these two states
can therefore be regarded as a bound-to-bound transition.
The force field parameters (see Table 1) for the two observed
conformations of neuroglobin were derived from the experi-
mentally observed geometries in combination with standard
force constants adapted from similar systems.

The initial structure for Ngb was the wild-type, ligand-
free structure (PDB accession code 1Q1F). Minimization and
equilibration of the protein were carried out individually on
both surfaces by adjusting the ∆ parameter to large positive
or negative values which avoids crossings between the two
states. The resulting average potential energies can be used
to estimate ∆ such that a certain relative energy between
the two stable forms are obtained. Longer simulations of 500
ps each were used to explore the relative population of the
two surfaces for different separations ∆ between the two
PESs. From these preliminary simulations, an approximate
progression coordinate can be constructed which is a useful
guide for more detailed sampling methods, such as umbrella
sampling. This procedure was used in neuroglobin along the
coordinate Ru defined by the ratio R1/R2 where R1 and R2

are shown in Figure 1. A single window with a harmonic
umbrella potential was sufficient to obtain good sampling
along the entire relevant range of Ru ε (0.8-1.2). The
umbrella potential was centered at Ru ) 0.93, which
corresponds approximately to the transition state, and a force
constant of 40 kcal/mol was used. From these simulations,
reliable estimates of the free energy profile and relative
population of the two states can be calculated.

3. Results and Discussion

3.1. Validation of the Implementation: MbNO as a
Test Case. Experimental work on the rebinding kinetics has
shown that the rebinding reaction after photodissociation of
MbNO is nonexponential in time.25,28 For a geminate
rebinding process, N(t) follows an exponential decay with a
single time constant τ and a corresponding rate constant λ
) τ-1 according to

N(t)) e-t ⁄ τ (5)

For cases where such a decay law does not reproduce the
data, either a time-dependent rate constant τ(t) (which gives
rise to a so-called stretched exponential decay)42 is used or
an ansatz as a sum of i exponentials

N(t))∑
i

wie
-t ⁄ τi ∑

i
wi ) 1 (6)

with weights wi is assumed. The generalization of this
expression for continuous rate distributions g(λ) leads to

N(t))∫ g(λ)e-λtdλ (7)

From a number Ntraj of ARMD trajectories with initial
conditions that represent the ensemble of ligands after
photodissociation, N(t) can then be approximated by the
expression

N(t)) 1
Ntraj

∑
j)1

Ntraj

H(t- tcross
(j) ) (8)

where H(t) is the Heaviside function, and tcross
(j) is the observed

crossing time for trajectory j. For the present validation
Ntraj ) 150, which is considerably less than in the original
study of Nutt and Meuwly where Ntraj ) 6000. However, it
is still sufficient to distinguish between exponential and
nonexponential rebinding kinetics.

The function N(t) from the present simulations is shown
in Figure 2. The survival fraction has a nonexponential time
dependence. A single exponential decay (green) does not
provide a meaningful fit, particularly not for the long time

Figure 1. Active site of neuroglobin with the two coordinating
histidines (64 and 96), the heme group with the central Fe
atom (green), and the two Fe-N distances R1 and R2 used
to define the reaction coordinate Ru in the umbrella sampling
calculations.

Figure 2. Fraction of unbound trajectories in photodissociated
MbNO as a function of time (logarithmic scale) after photo-
dissociation (black circles) for ∆ ) 65 kcal/mol, together with
a double exponential (red) and the best single exponential fit
(green).
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behavior. If a double exponential is used, then the data can
be fit over the entire time range. The two time constants are
τ1 ) 3.6 ps and τ2 ) 373 ps, although τ2 is not well defined
and the uncertainty associated with it is quite large, given
that only 8 recrossing events are observed with tcross > 20
ps. The fast and slow components have weights of w1 )
0.66 and w2 ) 0.34, respectively. Experimentally, ultrafast
IR spectroscopy results could be fitted to a double exponen-
tial with time constants 5.3 and 133 ps and weights of 0.54
and 0.46 for the disappearance of the free NO stretch mode
after photolysis.25,28 The earlier computational study gave
time constants τ1 ) 3.1 ps and τ2 ) 18.9 ps, but there a
considerably more complex PES was used for both, the
unbound ligand (a 3 point charge model and a Morse
potential to describe the NO stretch) and the bound state (a
two-dimensional PES based on extensive DFT calculations),
that allowed for rebinding both in the Fe-NO and Fe-ON
orientation.17,29

To visualize the crossing seam all observed crossing
geometries are projected onto a plane containing the iron
nitrogen distance RFe-N and the angle formed by the iron
and the ligand θFe-NO (see Figure 3, black circles). As in
the previous study the most probable iron-ligand separation
RFe-N lies between 3.0 Å and 3.1 Å, but values as large as
4.05 Å occur. The distribution of θFe-NO is centered around
127° with a width of ≈50°. Figure 3 establishes that the
transition between the bound and the unbound state is not a
single point in phase space but rather an ensemble of
structures. Furthermore, it is clear that RFe-N and θFe-NO
alone will not provide a good description of the crossing
manifold but that the crossing geometry is also modulated
by additional environmental degrees of freedom.

The influence of the asymptotic separation ∆ on the
observed kinetics is summarized in Figure 4 where N(t) is

reported for values of ∆ 5 kcal/mol higher and lower than
the one chosen above (65 kcal/mol). For these calculations
a smaller number Ntraj ) 50 of reactive trajectories was used,
and the maximum trajectory length was 25 ps. As found
previously,17 the choice of ∆ has a marked influence on the
observed time scales. However, the existence of two rebind-
ing time scales is independent of the value for ∆. Because
the time scale of the present simulations does not fully
describe the longer decay constant only the fast time scale
τ1 is analyzed in more detail. The constants τ1 are 2.6, 3.6,
and 13.8 ps for ∆ ) 70, 65, and 60 kcal/mol, respectively.
This reflects an increase of the rebinding barrier (the so-
called “inner barrier”) with decreasing ∆. It is also instructive
to consider the weights w1 as ∆ decreases. They decrease
from 0.81 to 0.48. Again, this is a manifestation of the
importance of the inner barrier which determines the fast
rebinding rate.

The value of ∆ not only influences the barrier of the
reaction but also potentially changes the ensemble that
determines the crossing seam. To investigate the sensitivity
of the crossing geometries on ∆ the crossing geometries were
projected as described above for the different values of ∆
(Figure 3). For the current system, the crossing manifold is
found to be largely insensitive to the value of ∆ which,
however, may be different for other applications. For the
distributions or RFe-N no effect can be seen, whereas a weak
trend toward a larger average and smaller spread of θFe-NO

can be seen (124° with ∆ ) 70 kcal/mol to 129° with ∆ )
60 kcal/mol).

It is also of interest to consider the dependence on the
mixing time Tmix. To this end, constant-energy (NVE)
simulations have been performed, and the total energy was
followed as a function of Tmix. For very short Tmix (e5 fs),
an irregular change of the total energy is observed. This limit
represents an abrupt change of the PES during the crossing.
The Tmix that minimizes the total energy change (e1 kcal/
mol, i.e. “chemical accuracy”) for the system studied here
is around 10 fs. With increasing Tmix, the error in total energy
increases during the crossing which is due to the longer time

Figure 3. The crossing geometries of NO rebinding to Mb
with 3 different values of ∆ (red squares ∆ ) 60, black circles
∆ ) 65, and green diamonds ∆ ) 70 kcal/mol) projected onto
the distance between iron and the nitrogen of the ligand RFeN

and the angle between iron and the NO ligand θFeNO. The
insets show the distributions of crossing points along the RFeN

(upper) and θFeNO (lower) coordinates. For the insets, broken,
solid, and dash-dotted lines denote ∆ ) 60, 65, and 70 kcal/
mol, respectively.

Figure 4. Rebinding curves for the MbNO system calculated
as in Figure 2 with three different values of ∆ (red squares ∆
) 60, black circles ∆ ) 65, and green diamonds ∆ ) 70 kcal/
mol). The solid lines in respective color represent double
exponential fits to the simulated data.
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the system spends in the crossing region during the switching.
However, even with switching times up to 30 fs, the error is
less than 2 kcal/mol which is much smaller than the
fluctuations for simulations in the canonical ensemble, which
is the usual mode in which ARMD simulations are run. The
optimal mixing times found here are comparable to those
reported for nonadiabatic reactions using the Coherent
Switching with Decay of Mixing (CSDM) which was
developed for small molecular systems.43,44

Recently, a multidimensional PES for CO-bound and free
Mb was presented which includes the effect of spin-orbit
interactions.45 The 6-dimensional PES was fitted to ground-
state ab initio energies and the gaps between the ground and
the electronically excited states. However, until now, the
PESs were not used in dynamics simulations, and, thus, their
validity in view of the experimental results (energetics,
infrared spectroscopy, rebinding dynamics) for either of the
states (bound and unbound) cannot be judged.

3.2. Conformational Equilibrium in Ngb. A more
general application of ARMD is the investigation of the
equilibrium between two conformational states in Ngb (see
Figure 5). In this case at least one of all common bonded
force field terms (bonds, angles, and dihedral angles) change
between the two states in question. Experimentally, the
relative populations and the geometrical features of the
conformations involved have been characterized.33 Further-
more, the two conformational substates are likely to be of
biological relevance (allosteric control), which further mo-
tivates its understanding with the generalized ARMD pro-
cedure. To study the conformational equilibrium, the two
states were treated with separate potential energy surfaces.
Table 1 summarizes the parameters used for these simula-

tions. This is mainly a convenient way to represent a
conformational transition between two well-defined states
on a complex potential energy surface. However, the
conformational change itself does not involve an electronic
transition between two states. This example also serves as
an illustration of how ∆ can be calibrated from experimental
data.

The experimental information available about these two
conformational substates is their structures and their relative
population (70% and 30%).33 Consequently, ∆ is chosen such
as to reproduce the correct occupation of the two states:
substate 1 (characterized by PES 1) with 70% population
and substate 2 (characterized by PES 2) with 30% population.
These two PESs only differ in the force field parameters to
correctly describe the experimentally determined structures
of substates 1 and 2.

Exploratory simulations showed that the barrier for the
conformational change is sufficiently high to make it a “rare”
event: typically several hundreds of picoseconds pass
between transitions. Thus, the direct sampling of the con-
formational change and determination of ∆ is computation-
ally demanding. To better characterize the transitions,
umbrella sampling46 was chosen as a method to guide the
system toward the crossing seam. The progression coordinate,
Ru ) R1/R2, was chosen such as to separate the two PESs
and still be restricted to a finite interval so that a single
harmonic umbrella potential could be used to increase
sampling over this interval. Figure 6 shows that Ru(t) switches
between two stable positions at 0.85 and 1.01. The switches
between these are almost perfectly correlated in time with
the crossings as seen from the time series of the energy
difference between the two conformational states. It can also

Figure 5. Comparison of the active site structure in neuroglobin for the lower populated state p2 (red) and the state with higher
population p1 (green). The picture shows the heme group and the two coordinating histidines His64 (above the heme) and
His96 (below the heme).
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be seen in Figure 6 that although Ru clearly can be used to
separate the two states, there is a small range around Ru ≈
0.95 which is sampled regardless of which state the system
is in. Thus, no simple single coordinate can fully describe
the transition between the two manifolds, since the energy
difference ∆E is also modulated by collective coordinates
of the environment, leading to e.g fluctuations of the
electrostatic field.

A suitable center for the umbrella potential was determined
from a simulation which sampled the conformational transi-
tion (see Figure 6) and provided Ru ) 0.93. Applying the
umbrella potential increases the number of transitions from
which meaningful statistics for the populations p1 and p2

can be estimated. From experiment, the ratio p1/p2 ) 70/30
was determined.33 The following two-state model is useful
to describe the population p1 as a function of the free energy
difference between states 1 and 2. If the free energy
difference between the two surfaces at ∆ ) 0 is
∆G(∆)0) ≡ G ) G1 - G2 and the zero of the free energy
is assumed for PES 2 (G2)0), then the following expression
describes the population p1 on surface 1

p1 )
exp(-�(G+∆))

1+ exp(-�(G+∆))
) 1

1+ exp(�(G+∆))
(9)

Thus, a relative population of 70/30 corresponds to a free
energy difference of -1.4 kcal/mol between the two states
at T ) 300 K.

The value of ∆ was calibrated as follows. Energy
minimizations on the two surfaces V1 and V2 give an estimate
for the (conformationally unaveraged) energy difference
V1 - V2 ) 4.8 kcal/mol, which has the wrong sign compared
to experiment. To match V1 - V2 + ∆ with the estimated
free energy difference from experiment ∆ ) -6.2 kcal/mol
was chosen. Next, short umbrella sampling runs starting from

each surface were run which suggested that ∆ ) -6.2 kcal/
mol was too low (trajectories initiated on V2 cross in less
than 1 ps and never cross back). To find a range where an
equilibrium could be simulated, ∆ values between -3.0 and
-4.5 kcal/mol were chosen. Five 500 ps simulations with
∆ values of -3.0, -3.3, -3.6, -3.9, and -4.2 kcal/mol were
run, each with a harmonic umbrella centered at Ru ) 0.93
and a force constant of 40 kcal/mol. The population of p1

for each ∆ is plotted in Figure 7 and can be represented by
eq 9. However, the data from the simulations contain
statistical uncertainty, because only ≈10 crossings occur
during each 500 ps trajectory. To better characterize the

Figure 6. Comparison of the time series for the energy difference ∆E ) V1 - V2 (above) and the umbrella coordinate Ru

(below) defined in the text for the conformational transition in neuroglobin. The correlation between ∆E and the switching of Ru

is evident.

Figure 7. Calculated population of V1 from umbrella sampling
simulations as a function of ∆ (circles) and a fit based on the
two-state statistical model (solid line). The error bars for ∆ )
-3.0 and -4.2 kcal/mol are based on the standard deviation
from 5 independent simulations. The experimentally observed
population p1 ) 0.7 is marked by an arrow.
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populations, error bars for ∆ )-3.0 and -4.2 kcal/mol were
determined from 5 independent simulations of 500 ps each
(see Figure 7).

Fitting the simulated data to eq 9 at T ) 300 K provides
an analytical expression for p1(∆). The only free parameter
in eq 9 is the free energy difference G at ∆ ) 0 kcal/mol,
which gives G ) 2.9 kcal/mol. From the fitted curve ∆ ≈
-3.3 kcal/mol reproduces the experimentally observed
population p1 ) 0.7. To improve the statistics, the trajectory
with ∆ ) -3.3 kcal/mol was continued for another 500 ps
leading to a total of 22 crossings, and the data were used to
calculate a free energy profile G(Ru), shown in Figure 8. The
free energy difference ∆G ) 1.1 ( 0.25 kcal/mol between
the two minima is in quite good agreement with that derived
from experiment (∆G ) 1.4 kcal/mol). The error in ∆G is
estimated from the error bar of p(1) for ∆ ) 3.0 kcal/mol
(Figure 7). The estimated asymptotic separation ∆ ) 3.3 kcal/
mol could be used in further studies of Ngb to investigate
e.g different mutants and their influence on the equilibrium
between these two states.

4. Conclusions

The present work has generalized and presented in detail
Adiabatic Reactive Molecular Dynamics for studying
reactive processes and transitions between potential energy
surfaces in large systems where quantum effects are not
dominant (adiabatic reactions) or even absent (conforma-
tional transition where conformers can be described by
different force fields). The implementation was applied
to bond breaking/bond formation processes and confor-
mational transitions, and a user interface handles the
necessary input. Two parameters (∆ and Tmix) set by the
user define the method, and the influence of these was
analyzed. By applying the method to two realistic and
different test cases (myoglobin and neuroglobin) the
generality was demonstrated and possible procedures to
calibrate the parameters were discussed. Furthermore,
ARMD interfaces with most sampling enhancing methods

such as targeted MD,47 metadynamics,48 replica exchange
MD,49 or umbrella sampling.46 The latter was used here
to investigate the transitions between two conformational
substates in neuroglobin, where the barrier between the
two states was significantly above the thermal energy.

As a validation for the general ARMD method the
rebinding of NO to Mb was considered. The results from
the simulations of Mb-NO show that the nonexponential
kinetics of ligand rebinding after photodissociation is also
observed using the generalized version of ARMD, as was
the case with the dedicated implementation.17 It was found
that the fast phase kinetics is controlled by the parameter ∆
which determines the inner barrier. The crossing seam is
quite similar as the one observed in the earlier study17 and
does not change appreciably for different values of ∆.

The application of ARMD to the conformational equilib-
rium in neuroglobin establishes that the method can be
successfully applied to general reactions where an arbitrary
number of force field terms (see eq 1) can be created, deleted,
or modified. It was demonstrated how a computational scan
of the parameter ∆ in combination with a simple two-state
model can be used to calibrate ARMD in view of experi-
mental data. This opens the possibility to characterize the
reaction at an atomistic level and provides insight which is
complementary to experimental investigations.

It is of interest to discuss ARMD in the light of other
methods proposed to study reactive processes. An approach
related to the one presented here was applied to the rebinding
of NO in myoglobin.50 This work considered a model where
the reaction progresses along the Fe-NNO separation F. To
describe the transition between the bound and the unbound
state, a switching function depending on F was employed.
With this approach the correct trends for the picosecond
recombination in different Mb mutants at position 29 could
be reproduced. A disadvantage is that the approach relies
on a geometrical definition of the progression coordinate. It
is known that only in the simplest systems (e.g., some proton
transfer reactions) a meaningful progression coordinate can
be guessed. In more complex systems the relevant coordi-
nates are less obvious, and different choices can lead to
different results, as was shown for the isomerization of a
tyrosine ring in the bovine pancreatic trypsin inhibitor.51

Instead of the explicit definition of a (potentially unsuitable)
progression coordinate, ARMD performs the switching in
time. This opens the possibility to use ARMD to determine
suitable progression coordinates a posteriori from the motions
between reactants and products.

An alternative procedure employs a Hamiltonian which
interpolates between the bound and the unbound system.52

From a long MD simulation transition state configurations
are approximately located, further relaxed (quenched) by
minimization, and either end up in the product or the reactant
well. From several hundred simulations of unbound Mb-CO
the distribution of barrier heights at different temperatures
was determined, and results for the width and peak position
of the distribution were found to be in qualitative agreement
with experiment. Because the approach is primarily based
on relaxing the transition state structures it is not clear how
to calculate dynamical properties from it. Also, the effect of

Figure 8. Free energy profile along Ru in neuroglobin from
umbrella sampling calculations with ∆ ) -3.3 kcal/mol. The
higher energy state 2 is destabilized by 1.1 kcal/mol relative
to the more stable state 1. The forward barrier 1f2 is 1.6
kcal/mol compared to a reverse barrier 2f 1 of 0.5 kcal/mol.
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the surrounding solvent is difficult to account for explicitly
with this approach. In fact, the simulations were carried out
with implicit solvent.

It is also of interest to briefly discuss similarities and
differences between ARMD and EVB/EVB-like ap-
proaches. Both methods try to combine the speed of
molecular dynamics simulations with added functionality
in a force field description of the total energy of a system.
Both methods are parametrized and parameter optimization
may be a lengthy and arduous process, and their deter-
mination is preferably done with respect to experimental
data. The starting point for ARMD is that the interactions
and dynamics in the reactant (R) and product (P) states
of a molecular system can be characterized in a meaningful
way using force fields and atomistic simulations. For this,
observables (which may be different for R and P) for both
end points of the reactions are calculated and compared
to experiment. If adjustments to the intermolecular
interactions (i.e., the force field parameters) are required,
then they can be carried out for R and P independently.
The force fields may include additional functionality (such
as multipolar representations of particular fragments) for
one state which are not deemed important for the other
state. In a second step, ARMD is used to find adiabatic
transitions between the two states. To obtain a meaningful
overall energetics the constant ∆ is calibrated in view of
experimental data. EVB is based on a superposition of
ionic and covalent resonance forms from which a-typi-
cally-small secular matrix is constructed.13 As such, EVB
is rooted in the well established concept of valence bond
theory. The resonance forms are mixed through off
diagonal (coupling) matrix elements, and the resulting
matrix is diagonalized for every conformation. In its
original form, the various parametrized terms were fitted
to experimental data.13,53 First, the Hamiltonian is pa-
rametrized for a system in the gas phase. By leaving the
covalent and off-diagonal terms unchanged and only
modifying the ionic terms, a Hamiltonian for the system
in a solvent environment is set up. The off-diagonal term
couples different states, depends on the solute coordinates,
and is typically represented as an exponential or a
Gaussian function. The parametrization assumes that the
off-diagonal term does not change between the reaction
in the gas phase and in solution.54 In summary, while the
two methods are related through the aim to optimally
explore the speed force fields to follow reactions in
complex environments, the underlying procedures to arrive
at such a representation are quite different. It should be
noted that in ARMD the R and P side of the reaction are
parametrized individually, whereas they are coupled in
EVB.

Limitations of ARMD as presented here include pro-
cesses where the quantum nature (e.g., tunneling, nona-
diabaticity, coherence) of the reaction dominates. This is
most obviously the case in small molecular systems for
which other and potentially more suitable approaches have
been developed.15,16,55 An example from the condensed
phase is bond-breaking in MbNO where coherent motion
arises from the coupling of the electronic degrees of

freedom to the nuclear dynamics during the spin-state
change.56 Experimentally, distinct oscillations with periods
of 430 and 150 fs were observed which were related to
heme doming and the iron-histidine motion. On the other
hand, isomerization reactions or ligand rebinding are
examples where coherence is expected to be unimportant.
An improvement that will allow to more realistically
investigate reactions from ARMD is to introduce a
coordinate-dependent asymptotic shift ∆(qb). Here, qb
describes directions (or progression coordinates) which
are found to be important from simulations with a
coordinate-independent ∆. Once qb is known, ∆(qb) can be
obtained from electronic structure calculations.

Other interesting problems that could be treated with
ARMD include, for example, (1) adiabatic electron transfer,
(2) adiabatic atom transfer, or (3) solid state phase transfor-
mations. Concerning (1), the charge transfer band of organic
analogs of symmetrical transition-metal-centered intervalence
compounds have been investigated experimentally.57 It was
found that for such strongly adiabatic systems classical theory
without tunneling correction reproduces the observed rate
constants. Mixed-valence isomers for which strong coupling
has been found by using infrared spectroscopy58 and class
III intervalence compounds59,60 are additional candidates for
which ARMD may be useful. Other interesting systems in
this class include electron transport in hematite61 (where the
interaction between the reactant and product electronic state
is 0.20 eV, which is consistent with adiabatic electron
transfer) or photoinduced adiabatic electron transfer in
strongly coupled dye/semiconductor colloidal systems.62

Regarding (2), ARMD may be used to study the dynamics
and energetics of adiabatic atom transfer reactions such as
concerted proton-electron transfer in the oxidation of
hydrogen-bonded phenols which have been found to be not
highly nonadiabatic.63 Also, it might be of interest to
investigate the dynamics of the decomposition reaction
H2SO4 f SO3 + H2O. The mechanism involved is high
vibrational excitation of the OH stretching motion in the
electronic ground state.64 For solid state phase transition
(example (3) above) one typically assumes that transforma-
tions follow adiabatic pathways. For such processes, ARMD
could be applied in much the same way as for the confor-
mational equilibrium in neuroglobin. In this context it is
interesting to note that very recently the role of nonadiaba-
ticity in the iron bcc to hcp phase transformation was
investigated. These calculations used a nudged elastic band
approach to connect the initial and final states with a
predescribed reaction coordinate.65 More detailed investiga-
tions including free nuclear dynamics could give additional
insight in the reorganization mechanism and the role of
nonadiabaticity for such problems.

ARMD in its current formulation assumes that once the
crossing between the two potential energy surfaces is
reached, the reaction takes place with probability one.
However, there are also cases such as long-range electron
transfer66 and nonadiabatic photochemistry67 where a more
detailed knowledge of the crossing region is necessary,
or where (nuclear) quantum effects become important.
Such extensions are possible by using a probability
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p < 1 for switching the surface when a crossing is found
or by allowing hops between the potential energy surfaces
away from the crossing seam. Their development will
provide a natural extension of ARMD and open up new
applications for studying reactive events using validated
atomistic force fields.
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Abstract: Time-dependent density functional theory has been used to calculate the one-photon
and two-photon absorption spectra of free-base porphyrin, a substituted zinc porphyrin, and a
zinc porphyrin dimer, in order to assess the validity of the method to reproduce the large increase
in the two-photon absorption (TPA) cross-section for the dimer. Three hybrid functionals with
varying amounts of exact exchange were tested, and the calculated one-photon absorption
spectra for each of the molecular systems were shown to be in qualitative agreement with the
measured spectra. All three functionals predict a large enhancement in the TPA cross-section
for the dimer relative to the monomer, in agreement with experimental results. However, because
of the sensitivity of the resonance enhancement factor to small differences in the relevant state
energies, quantitative prediction of the TPA cross-section by this method is still a challenge.

I. Introduction

Porphyrin systems are important in a variety of biological
functions; for example, because of their combination of
biocompatibility and nonlinear optical properties, they have
been used in photodynamic therapy.1–4 Photofrin,5 a por-
phyrin oligomer, has been approved for the treatment of some
forms of cancer. Porphyrins have long been studied also for
nonlinear absorption, such as reverse-saturable absorption6–8

due to excited-state absorption, but were not found useful
for two-photon absorption (TPA). However, a remarkable
enhancement in the TPA cross-section in porphyrin dimers
linked by ethyne or butadiyne has been observed in recent
studies.9–11

Drobizhev et al.11 measured the one-photon absorption
(OPA) and TPA spectra of a porphyrin monomer, [5,15-
bis(3,5-bitert-butylphenyl)-10,20-bis(trihexylsilylethynyl)por-
phyrinato]zinc, labeled yPy, and several porphyrin dimers,
the simplest of which is 5,5′-(ethyne)bis[[10,20-bis(3,5-bitert-

butylphenyl)-porphyrinato]zinc], labeled PyP (see Figure 1).
The maximum TPA cross-section measured for PyP was
about 350 times the maximum TPA cross-section of yPy. In
this work, we aim to assess time-dependent density functional
theory (TDDFT) for the prediction of OPA and TPA spectra
for the porphyrin monomer and dimer, in particular, the
enhancement of the TPA cross-section for PyP as compared
to yPy.

For comparison, we also discuss the simplest porphyrin,
free-base porphin (FBP, see Figure 1), for which numerous
excited-state studies have been carried, in part due to the
availability of experimental gas-phase UV-vis spectra.12 In
addition, results for the Q band are available that were
measured in a supersonic expansion,13 and they are in good
agreement with previous measurements in the gas phase.12

The theoretical methods that have been used for FBP include
complete-active-space with second-order perturbation cor-
rections (CASPT2),14–16 symmetry-adapted-cluster config-
uration interaction (SAC-CI),15,17–20 similarity-transformed
equation-of-motion coupled-cluster (STEOM-CC),21 quan-
tum Monte Carlo (QMC),22 the semiempirical CNDO-π-
SCF-MO-PSDCI method,23 and TDDFT.15,24–29 In this
paper, the body of spectral data on FBP will be reviewed
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and expanded upon, with the goal of determining the
appropriate exchange-correlation (x-c) density functional and
basis set to be used to provide reliable spectra for larger
porphyrins.

II. Theory

The TPA cross-section is calculated by the expression given
previously,30–33

δf 0(E1 +E2))
8π4

(ch)2
E1E2g(E1 +E2)|Sf 0(u1, u2)|

2 (1)

where g is a line width function, |Sf 0(u1,u2)|2 is the two-
photon probability corresponding to a transition from the
ground state (0) to a final state (f),23,34–41

|Sf 0(u1, u2)|
2 ) |∑

i

N [ (u1 · µi0)(µfi · u2)

Ei -E1 + iΓi
+

(u2 · µi0)(µfi · u1)

Ei -E2 + iΓi
]|2
(2)

and E1 and E2are the energies of the two photons with
unit polarization vectors u1 and u2, respectively. The
transition dipole moments are given by µij, and the state
energies and line widths are given by Ei and Γi, respec-
tively. As we noted previously,32,33 electronic spectra can
be obtained from linear response (LR) TDDFT, while TPA
cross-sections require the application of quadratic response
theory. The two-photon probabilities can be evaluated by
the above sum-over-state (SOS) expression, or directly
from the single residue of the quadratic response
(SRQR)42–44 in TDDFT. To carry out the SOS, the ground-
to-excited-state transition dipole moments needed are
obtained from LR TDDFT, while the excited-state to
excited-state moments are obtained from the double
residue of the quadratic response (DRQR).

The line shape can be represented by a Gaussian function:

gG(E1 +E2)) ( 4h2 ln 2

πEFWHM
2 )

1

2 exp[-4 ln 2

EFWHM
2

(E1 +E2 -Ef)
2]
(3)

or by a Lorentzian:

gL(E1 +E2))
h
π

EFWHM ⁄ 2

(E1 +E2 -Ef)+ (EFWHM ⁄ 2)2
(4)

where EFWHM is the full-width at half-maximum for the final
state f, and Ef is the energy of state f relative to the ground
state. Note that, when a Gaussian function is used, the
calculated peak TPA cross-section is 1.48 times larger than
for a Lorentzian, for a given line width.

The TPA probability is dependent on the orientation of
the molecule relative to the incident photons, so orientation-
ally averaged expressions have been derived for various beam
orientations and polarizations.39 To correspond with experi-
mental results, the expression used here is for photons that
are linearly polarized with parallel polarization.

TPA processes can be divided into type I and type II.32,45,46

In centrosymmetric molecules, the ground state has gerade
symmetry, and only states with ungerade symmetry are one-
photon-allowed, while only states of gerade symmetry are
two-photon-allowed. The TPA in centrosymmetric molecules
is of type I, where the state i in eq 2 must be of ungerade
symmetry in order to have a nonzero transition dipole
moment with the gerade ground state, and the final state f is
of gerade symmetry and thus has a nonzero transition dipole
moment with state i. The type I TPA cross-section can be
estimated by the three-state approximation, which assumes
that a single term dominates the sum in eq 2, and in the
case where the two photons have the same energy (Eλ), the
cross-section is given by

δf 0
I )

32π4gmax

15(ch)2

Eλ
2

(Ei -Eλ)
2
|µ0i|

2|µif|
2(2 cos2 Θµµ + 1)

(5)

where gmax, the maximum in the line width function, is
obtained by setting Ef ) E1 + E2 ) 2Eλ in eq 3 or 4, and
Θµµ is the angle between the two transition dipole moment
vectors. While the three-state approximation is often not
adequate for quantitative results, it can be useful in analyzing
the origin of the TPA intensity.

Type II TPA occurs in noncentrosymmetric molecules
where there is a change in the dipole moment between the
ground state and the final state. In this case, the sum may be
dominated by the terms from these two states, and a two-
state approximation to the TPA cross-section may be used:

δf 0
II )

32π4gmax

15(ch)2
|µ0f|

2|∆µ0f|
2(2 cos2 Θµ∆µ + 1) (6)

where ∆µ0f ) µff - µ00, and Θµ∆µ is now the angle between
the transition dipole moment and the dipole difference
vectors. Although not all of the systems in this study are
strictly centrosymmetric, such as the yPy(1p) molecular

Figure 1. Structure of FBP, yPy, and PyP.
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system, they have enough symmetry that type I TPA is the
dominant process.

III. Computational Methods

The geometry of each molecular system was optimized using
the B3LYP functional with the 6-31G** basis set. Geometry
optimizations and some LR TDDFT calculations were carried
out with Gaussian 03.47 LR, SRQR, and DRQR TDDFT
calculations were carried out with the Dalton program.48 The
DRQR calculations were used to investigate the minimal-
states approximations and also to check the TPA cross-
sections obtained by the SRQR method, and good conver-
gence of the SOS in the DRQR method was found with less
than 20 excited states. All of the calculated TPA cross-
sections reported here use the more efficient SRQR method.
Gaussian line-width functions were used to compute the TPA
cross-sections, with the line widths obtained from the
experimental TPA spectra for yPy and PyP.11 For FBP, no
experimental line width is available, so we used a line width
of 0.26 eV to be consistent with the previous theoretical
study23 and because it is a reasonable approximation to the
TPA line width observed in the experimental studies on
FBTPP.1,49 Generalized gradient approximation (GGA) func-
tionals such as BLYP50,51 were tested for the TDDFT
calculations but were found to be unsatisfactory due to the
number of so-called “ghost” states produced near the position
of the strong B band. These “ghost” states, which are clearly
artifacts of the functional as based on results from both
experiments and other levels of theory, have been previously
noted with the use of GGA functionals for FBP.29

The functionals used for the TDDFT calculations were
B3LYP,50–54 CAMB3LYP,55–58 and mCAMB3LYP.33,59 The
B3LYP functional is the most widely used “hybrid” func-
tional, where a fraction of exact exchange (0.2 in this case)
is combined with a GGA exchange functional to improve
its behavior in the asymptotic region. However, to further
improve the prediction accuracy of charge-transfer states and
Rydberg states, a long-range corrected (LC) functional was
recently introduced60 to increase the fraction of exact
exchange in the asymptotic region. This functional was
further improved by modification of it into a three-parameter
model called the coulomb-attenuated model (CAM).55 This
model used the same Becke exchange50 and Lee, Yang, and
Parr correlation (LYP)51 used in the B3LYP functional to
get the CAMB3LYP55 functional, which has a fraction of
exact exchange that varies from 0.19 (similar to the value
in B3LYP) at small separations to 0.65 (R + �) at large
separations (using the default parameter values R ) 0.19, �
) 0.46, and µ ) 0.33). The parameter µ, which scales the
separation in the argument to the error function, was kept
fixed at 0.33, which had been optimized by Tawada et al.60

for the first to third row atoms. Other modified forms have
been introduced, such as the LC-ωPBE functional of Vydrov
and Scuseria,61 but in a recent assessment,62 none were found
that proved to be superior to CAMB3LYP. However, for
many molecules with intramolecular charge transfer, carrying
out TDDFT with the standard CAMB3LYP functional
(where � ) 0.46) yields excitation spectra in poorer
agreement with experimental results than when the B3LYP

functional is used, so a modified version of this functional
was introduced and tested (mCAMB3LYP)33,59 with � ) R
) 0.19, making it a two-parameter LC model with the
maximum fraction of exact exchange equal to 0.38.

Two continuum solvation models were tested, namely, the
self-consistent reaction field model with a spherical cavity
(SCRF-S) by Mikkelson et al.,63,64 which has been imple-
mented in Dalton 2.0,48 and the polarizable continuum model
(PCM),65,66 which was used previously67 with TDDFT to
improve the agreement with measured spectra of substituted
porphyrins in chloroform. The PCM was used in both
Gaussian 0347 and in a developmental version of Dalton.68

The internally stored parameters for the experimental solvent
of interest, dichloromethane (aka methylene chloride), were
used and are consistent between the two programs. The value
used for the static dielectric constant was 8.93, and for the
optical-frequency dielectric constant, a value of 2.02 was
used. In our reported calculations, model compounds were
used with methyl groups substituted for the hexyl and tert-
butyl groups on yPy and PyP. Note that the solvent in the
experimentally measured OPA and TPA spectra for the zinc
porphyrin systems was dichloromethane with 1% pyridine,11

presumably to prevent aggregation by coordinating with the
zinc atoms in the porphyrin. In order to simulate the effect
of the pyridine, the geometry of yPy was reoptimized with
one and two pyridine molecules coordinated to the zinc atom
to form the structures yPy(1p) and yPy(2p), respectively (see
Figure 2). At the given level of theory (B3LYP/6-31G**),
both of these structures are about 15 kcal/mol more stable
than the noncoordinated molecules. However, the bond
between the pyridine and the Zn atom in yPy(1p) is shorter
(2.1 Å) and stronger than the corresponding bonds (2.5 Å)
in yPy(2p). Results will be reported for the bare yPy molecule
and for yPy(1p), to assess the effects of a coordinating ligand.

If the isolated PyP molecule is held flat, enforcing D2h

symmetry, the resulting stationary point has several imagi-
nary frequencies, and thus it is not a minimum, but is 3.1

Figure 2. Structure of yPy(1p) and yPy(2p).
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kcal/mol higher in energy than the minimum energy structure.
In the minimum energy structure, the two porphyrin planes
are twisted 36° from each other, as was found previously at
the AM111,69 and B3LYP70 levels for this molecule. Struc-
tures with two pyridine molecules coordinated with PyP, one
to each zinc atom, as is shown in Figure 3, have been
optimized in C2V symmetry (with the two pyridine molecules
on the same side) and in C2h symmetry (with the pyridine
molecules on opposite sides). The C2h structure was found
to be 1.5 kcal/mol lower in energy than the C2V structure, so
it was used in further calculations reported here. A TDDFT
calculation was carried out also for the C2V structure using
the B3LYP functional, and the OPA spectra are nearly
identical to the spectra obtained using the C2h geometry.
However, the C2h geometry has several small imaginary
frequencies and is still about 0.8 kcal/mol higher in energy
than the minimum energy geometry, which has the two
porphyrin planes twisted by 31°. Results for both the C2h

geometry and the minimum-energy C1 geometry will be
presented here. While the results from the C1 geometry are
expected to be in better agreement with experimental results,
the results from the C2h geometry should give the maximum
nonlinear absorption to be expected for this molecule, as the
planar structure maximizes conjugation and π-orbital delo-
calization. This may be closer to what would be seen in a
solid crystal. Also, the calculations in the higher symmetry
aid in identifying and classifying the excited states. Coor-
dinates for all structures are given in the Supporting
Information.

The largest calculations carried our here, the quadratic
TDDFT on PyP(2p) with no symmetry, took 96 h on 32
processors on an SGI Altix. The linear TDDFT calculations
could be carried out at approximately one-fourth the cost of

the quadratic TDDFT. Also, calculations on the porphyrin
monomer system yPy(1p) required only about 20% of the
computational effort of the porphyrin dimer system.

IV. Results and Discussion

A. Free-Base Porphyrin (FBP). 1. OPA. The calculated
excitation energies and oscillator strengths for free-base
porphyrin (FBP), also known as porphin, are listed in Table
1 and compared to experimental results and previous
calculations. The results for the B3LYP and CAMB3LYP
functionals agree with those reported previously15,26,29 using
the 6-31G(d) basis set (although the assignment of the B
and N states with B3LYP was reversed by Cai et al.15). The
results with the 6-311G(d,p) basis show that the basis set
effects are small, as was previously shown for this molecule
using TDDFT with nonhybrid density functionals.25,29

The spectra of porphyrins is typically interpreted through
the Gouterman four-orbital model (GFOM).12,71 In FBP,
which has D2h symmetry, the two highest occupied molecular
orbitals, the HOMO (5b1u) and HOMO-1 (2au), and the two
lowest unoccupied molecular orbitals, LUMO (4b3g) and
LUMO+1 (4b2g) are significantly separated in energy from
the other orbitals and play a major role in explaining the
spectral features. The HOMO and HOMO-1 are nearly
degenerate as are the LUMO and LUMO-1, and transitions
between these four orbitals are used to explain the Q and B
bands in porphyrin spectra. For FBP, each band consists of
“x” (excitation parallel to the inner hydrogen-hydrogen axis
with B3u symmetry, see Figure 1) and “y” (perpendicular to
the inner hydrogen-hydrogen axis with B2u symmetry)
components. At the lower energy, the transitions interfere
destructively, and thus the Q band is very weak, while the
B band is strong due to constructive interference.

The vapor-phase excitation energies predicted using the
B3LYP functional are in excellent agreement with experi-
mental results for both the Q and B bands, consistent with
previous calculations,15,24,26,29 while in the CAMB3LYP
results, the excitation energy of the B band is slightly
overestimated, similar to that obtained in the high-level ab
initio methods SAC-CI,15 CASPT2,15 and STEOM-CC.21

The measured intensity of the Q band is several orders of
magnitude larger than calculated, likely due to vibronic
coupling, an effect not included in the calculations. The total
oscillator strength calculated for the B band using B3LYP
(1.04) is in good agreement with the measured value (1.15),
while CAMB3LYP overestimates the oscillator strength by
about 70%, and CASPT2,15 STEOM-CC,21 and CAS-CI15

overestimate it by 50%, 65%, and 110%, respectively. The
mCAM results are intermediate to B3LYP and CAMB3LYP,
overestimating the B-band oscillator strength by about 40%.

In the experiment, the N band is a small shoulder on the
B band with an estimated maximum at 3.65 eV, while in
the calculations, the N band is a distinct peak of intensity
comparable to the B band (depending on the functional used).
The N band is still close in energy to the B band, and it
appears there could be some mixing of the orbitals involved
in these transitions. The major contributions to each of these
excited states from each orbital transition for the three

Figure 3. Structure of PyP(2p) with symmetry (a) C2h and
(b) C2v.
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functionals are given in Table 2. The two GFOM transitions
are listed first for each state. For all three functionals, the
first two excited states have only GFOM transitions as
significant contributers, thus clearly defining the Q band.

In a recent study,15 when the B3LYP functional was used,
the third and fourth excited states were assigned to the N
band, while the fifth and sixth excited states were assigned
to the B band, which is the opposite of the assignments in
three earlier B3LYP studies.24,26,29 The assignments here are
consistent with the earlier studies.24,26,29 When the B3LYP
functional is used, a transition from a non-Gouterman orbital
(HOMO-2) has the largest contribution to the third excited
state, but the two GFOM transitions have comparable
contributions, and this is identified as the Bx state. The
situation is similar for the fourth excited state, where the
two GFOM transitions and a transition from HOMO-2 all
have significant and comparable contributions, and this state

is identified as By. The next two states have smaller
contributions from the GFOM transitions, with larger con-
tributions from the previously mentioned transitions from
HOMO-2, so these states are labeled Ny and Nx. When the
CAMB3LYP functional is used, the contributions from the
GFOM transitions for the third and fourth excited states are
clearly dominant, leaving no doubt that this is the B band,
and there is much less mixing of the GFOM transitions into
the N band. The results using the mCAM functional are
intermediate relative to the other two functionals, but the
GFOM transitions are still the largest contributers to the third
and fourth excited states, verifying their assignment to the
B band, and there is less mixing of the GFOM into the
N-band states than when B3LYP was used. The effect of an
applied external field on the calculated states was also tested,
in a manner similar to that carried out previously,15 and while
the results showed the B3LYP states to be affected more by

Table 1. Excitation Energies (∆E in eV) and Oscillator Strengths (f) for Porphin Calculated by TDDFT and Compared to
Other Levels of Theory and Experiment

11B3u 11B2u 21B3u 21B2u 31B2u 31B3u

basis Qx Qy Bx By Ny Nx

CNDO-CI23 ∆E 1.85 2.53 3.23 3.49 3.98 3.83
f 0.00 0.06 0.32 0.73 0.88 1.30

B3LYP24 SVP ∆E 2.27 2.43 3.32 3.49
B3LYP29 SVP ∆E 2.24 2.39 3.27 3.45 3.70 3.79

f 0.00 0.00 0.40 0.61 0.55 0.82
B3LYP15,26 6-31G* ∆E 2.28 2.44 3.34 3.51 3.77 3.87

f 0.00 0.00 0.42 0.63 0.51 0.78
B3LYPa 6-31G* ∆E 2.28 2.44 3.33 3.51 3.77 3.86

f 10-6 10-5 0.41 0.63 0.51 0.78
B3LYPa 6-311G** ∆E 2.27 2.42 3.31 3.48 3.74 3.83

f 10-6 10-5 0.44 0.67 0.48 0.76
B3LYP/PCMa,b 6-311G** ∆E 2.29 2.43 3.23 3.33 3.74 3.73

f 10-4 10-4 0.94 1.27 0.20 0.61
CAMB3LYP15 6-31G* ∆E 2.19 2.42 3.55 3.69 4.50 4.28

f 0.00 0.00 0.81 1.16 0.07 0.59
CAMB3LYPa 6-31G* ∆E 2.19 2.42 3.55 3.69 4.50 4.27

f 10-3 10-3 0.80 1.16 0.07 0.59
CAMB3LYPa 6-311G** ∆E 2.17 2.39 3.52 3.65 4.46 4.24

f 10-3 10-3 0.83 1.17 0.07 0.57
CAM/PCMa,b 6-311G** ∆E 2.19 2.38 3.37 3.44 4.49 4.19

f 10-3 10-3 1.30 1.49 0.06 0.43
mCAMa 6-31G* ∆E 2.27 2.45 3.44 3.61 4.05 4.03

f 10-4 10-4 0.60 1.00 0.19 0.69
mCAMa 6-311G** ∆E 2.25 2.43 3.41 3.57 4.02 4.00

f 10-4 10-4 0.63 1.02 0.18 0.67
mCAM/PCMa,b 6-311G** ∆E 2.27 2.43 3.29 3.38 4.05 3.92

f 10-7 10-3 1.13 1.40 0.11 0.50
SAC-CI15 6-31G* ∆E 1.71 2.10 3.46 3.61 4.19 4.09

f 0.00 0.00 1.00 1.49 0.36 0.89
SAC-CI15 6-31G ∆E 1.80 2.29 3.62 3.77 4.39 4.22

f 0.00 0.00 1.10 1.64 0.27 0.85
CASPT215 6-31G ∆E 1.84 2.24 3.56 3.12 3.95 3.72

f 0.00 0.01 0.98 0.76 0.51 0.03
CASPT214 SV(d) ∆E 1.63 2.11 3.12 3.08 3.42 3.53

f 0.00 0.00 0.70 0.91 0.46 0.83
SAC17 SV(d) ∆E 1.77 2.01 3.47 3.73 4.38 4.20

f 0.00 0.01 0.77 1.62 0.34 1.32
STEOM-CC21 DZP ∆E 1.75 2.40 3.47 3.62 4.35 4.06

f 0.00 0.01 0.69 1.20 0.42 0.93
QMC22 ∆E (eV) 2.46

f
measured12 ∆E (eV) 1.98 2.42 3.33 3.65

f 0.01 0.06 1.15 0.10
measured13 ∆E (eV) 2.02 2.47
Measured (in CH2Cl2)12 ∆E (eV) 2.02 2.39 3.15

a Current work. b The PCM solvation model for CH2Cl2 was included.
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the applied field than the CAMB3LYP states, the results did
not motivate a change in the assignment of the calculated
states. Note, however, that, while the B3LYP functional gives
the most accurate excitation energy and intensity for the B
band, it also yields a more intense N band, which is
qualitatively incorrect. The CAMB3LYP functional overes-
timates the excitation energy and intensity of the B band
more than the other two functionals, and thus the mCAM
functional could be a compromise for the prediction of
spectra in porphyrins.

The effect of a solvent on the spectra was investigated
using the PCM with each of the three density functionals,
and comparing the results to the spectra measured for FBP
in dichloromethane.12 The PCM successfully predicts the
very small blue shift of the Qx state, the very small red-shift
of the Qy state, and the red-shift of nearly 0.2 eV for the B
band. When the PCM is included in the calculation, the
strength of the B band is significantly larger than that of the
N band, which is in better qualitative agreement with
experimental results.

2. TPA. The maximum TPA cross-sections for FBP
calculatedusing theB3LYP,CAMB3LYP,andmCAMB3LYP
functionals are given in Table 3, along with the calculated
results from a previous study23 using CNDO-π-SCF-MO-
PSDCI and SOS and the measured peak TPA cross-sections
for a similar molecule, free-base meso-tetraphenylporphin
(FBTPP).1,49 The CNDO study23 used an alternative defini-
tion of the TPA cross-section, which gives values twice as
large as with our convention, as we have mentioned
previously;32,33 thus, their reported values have been cor-
rected for this factor for direct comparison to our results.
The calculated TPA cross-section using B3LYP of 17.3 GM
for the Ag state at 4.27 eV is similar in magnitude to the
peak TPA cross-section measured for FBTPP.1,49 However,
when the CAMB3LYP and mCAMB3LYP functionals are
used, resonance effects dominate the TPA cross-section.

When CAMB3LYP is used, the computed Ag TPA state at
4.38 eV is nearly exactly resonant with the computed Qx

state at 2.19 eV. Similarly for mCAMB3LYP, a TPA state
with Ag symmetry is computed at 4.54 eV, which is nearly
perfectly resonant with the computed Qx state at 2.27 eV.
The calculation of such large, unphysical TPA cross-sections
for these states illustrates the importance of accurately

Table 2. Weight Percent Contribution of Each Orbital Transition for Each Excited State of Porphina

CASPT214 B3LYPb CAMB3LYPb mCAMb

11B3u Qx 1.630 2.281 2.186 2.268
H f L + 1 5b1u f 4b2g 0.370 0.293 0.270 0.283
H - 1 f L 2au f 4b3g 0.340 0.204 0.231 0.214
11B2u Qy 2.110 2.442 2.417 2.454
H f L 5b1u f 4b3g 0.410 0.272 0.252 0.264
H - 1 f L + 1 2au f 4b2g 0.390 0.225 0.246 0.233
21B3u Bx 3.120 3.335 3.553 3.436
H f L + 1 5b1u f 4b2g 0.130 0.111 0.180 0.144
H - 1 f L 2au f 4b3g 0.280 0.191 0.238 0.221
H - 2 f L + 1 4b1u f 4b2g 0.270 0.294 0.084 0.136
21B2u By 3.080 3.511 3.693 3.607
H f L 5b1u f 4b3g 0.210 0.177 0.253 0.232
H - 1 f L + 1 2au f 4b2g 0.300 0.195 0.256 0.253
H - 2 f L 4b1u f 4b3g 0.170 0.136 0.007 0.028
31B2u Ny 3.420 3.770 4.495 4.045
H f L 5b1u f 4b3g 0.053 0.008
H - 1 f L + 1 2au f 4b2g 0.070 0.083 0.005 0.018
H - 2 f L 4b1u f 4b3g 0.320 0.357 0.452 0.459
H - 7 f L 3b1u f 4b3g 0.150 0.012 0.033 0.013
31B3u Nx 3.530 3.865 4.274 4.031
H f L + 1 5b1u f 4b2g 0.220 0.101 0.062 0.081
H - 1 f L 2au f 4b3g 0.090 0.108 0.041 0.071
H - 2 f L + 1 4b1u f 4b2g 0.290 0.294 0.377 0.347

a Excited state energies (in eV) are given in bold. b Current work.

Table 3. Calculated TPA Resonance Transition Energies
(∆E, in eV) and the Corresponding TPA Cross-Sections (σ,
in GM) for FBP, Using the 6-31G* Basis, with Comparison
to Measured TPA Peak Cross-Sections for a Similar
Molecule, FBTPPa

1Ag 2Ag 3Ag 4Ag 5Ag

measured1,49 ∆E 3.25
(FBTPP) σ 25
CNDO-CI23 ∆E 3.26 3.46 3.82
reported σ 13.76 1.05 585.71
corrected σ 6.88 0.53 292.85
B3LYP ∆E 3.61 4.27 4.44 4.85 5.19

σ 0.28 17.28 1.53 0.45 13.94
CAMB3LYP ∆E 4.38 4.87 5.28 5.42 5.92

σ 157451 137.67 4.13 3.00 3.57
mCAMB3LYP ∆E 3.93 4.54 4.79 5.08 5.47

σ 0.55 136.52 3.82 0.08 7.07

1B1g 2B1g 3B1g 4B1g 5B1g

CNDO-CI23 ∆E 3.13 3.49 3.84 3.91
reported σ 1.58 0.61 23.27 50.33
corrected σ 0.79 0.31 11.63 25.16
B3LYP ∆E 3.42 4.05 4.25 4.68 5.23

σ 0.00 11.44 0.15 0.03 9.82
CAMB3LYP ∆E 3.88 4.77 4.87 5.29 6.09

σ 0.02 2.82 222.52 2.60 9.83
mCAMB3LYP ∆E 3.61 4.38 4.49 4.93 5.62

σ 0.01 13.57 0.66 13.41 32.55

a A Gaussian lineshape was used with FWHM ) 0.26 eV. The
CNDO-CI23 cross-sections have been corrected for consistency
with our definition (see text).

One- and Two-Photon Absorption Spectra J. Chem. Theory Comput., Vol. 4, No. 7, 2008 1099



obtaining the state energies. Further improvements are needed
in the (x-c) functional to be applied for the calculation of
TPA cross-sections in porphyrins, as we also demonstrate
for yPy and PyP.

B. yPy. 1. OPA. The addition of the ethynyl groups to
the basic zinc porphyrin reduces the symmetry from D4h to
D2h, red-shifts both the Q and B bands, and increases the
Q-band intensity. While the Q band is still weak compared
to the B band, the quasidegeneracy of the Gouterman four
orbitals is substantially perturbed by this additional conjuga-
tion to remove the near-perfect cancelation of the transition
dipoles in the Q band. The role the intensity of the Q band
plays in the strength of the TPA can be seen in examining
the three-state approximation (eq 5); one of the Q-band states
is the primary intermediate state for the lowest TPA bands.
Table 4 lists the calculated excitation energies and oscillator
strengths for the Q and B states in comparison to experi-
mental results. As was noted by Zhu et al.,70 the x and y
labels in the experimental spectra11 of yPy were reversed,
as the Qx line is the lower-energy and more intense of the Q
states, where the molecule has been aligned such that the x
axis is the long molecular axis. The isolated yPy molecule
has C2h symmetry, and all of the reported OPA states are of
Bu symmetry, while in yPy(1p), the symmetry is reduced to
C2 and the OPA states have B symmetry. As with porphin,
the computed excitation energies and intensities are larger
than the experimental ones.

The inclusion of a single pyridine molecule coordinated
to the zinc atom in yPy produces a significant red-shift. The
SCRF-S model63 in Dalton 2.0 has little effect on the
calculated excitation energies, but the PCM model produces
a significant red-shift, improving the agreement with experi-

mental results. Note that the inclusion of either of the
continuum solvation models increases the calculated inten-
sity. Without including PCM, the calculated B band using
the CAMB3LYP functional for yPy(1p) is blue-shifted nearly
0.5 eV from experimental results, compared to about 0.3 eV
using the B3LYP functional, with the mCAM result about
midway between the two. Previously reported excitation
energies calculated using CV-INDO-MRDCI70 for the iso-
lated yPy are quite close to our results using CAMB3LYP
on yPy(1p), also overestimating the B-band energies by about
0.5 eV. The PCM reduces our error to about 0.3 eV for
CAMB3LYP and less than 0.2 eV for B3LYP. The calculated
Q-band excitation energy is closer to experimental results
and less dependent on the functional, as all three functionals
predict this excitation energy to be nearly 0.2 eV higher than
measured with good agreement with the experimental
intensity. When the PCM is included, the error in this energy
is reduced to about 0.1 eV, but the predicted intensity is
increased to nearly double that found experimentally. In the
recently reported CV-INDO-CI calculations, the intensity of
the Q band was severely underestimated,70 while the intensity
of the B band was substantially overestimated.

2. TPA. The calculated transition energies for the TPA
states and the corresponding resonant TPA cross-sections for
yPy and yPy(1p) are listed in Table 5, and the calculated
TPA cross-sections for yPy(1p) fitted to Gaussian line shapes
are plotted in comparison to experimental results in Figure
4. The isolated yPy molecule has C2h symmetry, and the
listed TPA states have Ag symmetry, while yPy(1p) has C2

symmetry and the TPA states have A symmetry. While the
Bg states in C2h symmetry and the B states in C2 symmetry
are not strictly TPA-forbidden, the calculated TPA cross-
sections for these states are much smaller than those reported
in Table 5.

The recently reported TPA cross-sections calculated using
CV-INDO-MRDCI70 used a Lorentzian line-shape function
with a FWHM of 0.2 eV, while we used a Gaussian line-
shape function with a FWHM of 0.45 to correspond with
experimental results. In order to directly compare the
calculated70 TPA cross-sections with ours, the values have
been converted to our line shape by multiplying by the factor
1.48 × 0.2/0.45. Both the reported and corrected values are
reported in Table 5, while Figure 4 shows only the corrected
values. After correction, the first TPA peak at 3.0470 is in
good agreement with experimental results, which is surprising
considering the underestimation of the Q-band intensity by
this method and its importance in the three-state approxima-
tion of the TPA cross-section. A much larger TPA cross-
section at 3.78 eV was also reported.

While the reported measured maximum TPA cross-section
is about 20 GM at a transition energy of about 2.9 eV
(corresponding to degenerate photons at 1.45 eV), the QRSR-
TDDFT results predict a larger cross-section at a higher
transition energy. Each of the three functionals predicts a
peak between 3.8 and 3.9 eV with a cross-section between
100 and 200 GM, as well as a much larger peak in the
4.0-4.5 eV range. The calculated TPA states between 4.09
and 4.31 eV have very large cross-sections due to resonance
enhancement from the Qx state located at about 2.1 eV.

Table 4. Calculated Excitation Energies (∆E in eV) and
Oscillator Strengths (f) for yPy Compared to Experimentsa

solventb basis Qx Qy By Bx

none CV-INDO-CI70 ∆E 2.07 3.15 3.19
f 0.03 1.73 2.09

none B3LYP 6-31G** ∆E 2.17 2.19 3.07 3.16
f 0.19 0.00 1.22 1.47

1p B3LYP 6-31G** ∆E 2.09 2.14 2.99 3.11
f 0.21 0.00 0.99 1.14

1p + PCM B3LYP 6-31G** ∆E 2.05 2.14 2.87 2.99
f 0.31 0.00 1.31 1.41

none CAMB3LYP 6-31G** ∆E 2.18 2.20 3.33 3.34
f 0.14 0.01 1.37 1.77

1p CAMB3LYP 6-31G** ∆E 2.07 2.14 3.19 3.26
f 0.17 0.00 1.24 1.47

1p + PCM CAMB3LYP 6-31G** ∆E 2.04 2.13 3.06 3.13
f 0.26 0.00 1.52 1.69

none mCAMB3LYP 6-31G** ∆E 2.21 2.23 3.20 3.25
f 0.17 0.00 1.24 1.64

1p mCAMB3LYP 6-31G** ∆E 2.10 2.16 3.06 3.19 3.13
f 0.20 0.00 0.85 1.19 0.45

1p + PCM mCAMB3LYP 6-31G** ∆E 2.07 2.16 2.95 3.05
f 0.30 0.00 1.41 1.55

CH2Cl2 measured11 ∆E 1.92 2.07 2.73 2.80
f 0.15 0.00 0.66 0.94

a The isolated yPy molecule has C2h symmetry, and all the
excited states reported here have Bu symmetry. When a pyridine
molecule is coordinated to yPy, the symmetry is reduced to C2

and the symmetry of the excited states is B. b 1p denotes that one
pyridine molecule is coordinated with the Zn atom, as shown in
Figure 2. PCM denotes the polarizable continuum model with the
parameters for CH2Cl2 as the solvent.
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Experimental TPA is not reported for this range, as OPA
will dominate in this energy range. While the experimental
FWHM of 0.45 eV has been used for the lower-energy TPA
states, a FWHM of 0.03 eV was used for the states between
4.09 and 4.31 eV to prevent them from completely obscuring
the lower-energy TPA states. As can be seen in Figure 4,
the use of B3LYP results in the highest peak cross-section
(164 GM) between 3 and 4 eV, and also the broadest peak.
This is due to its being the sum of four major TPA states at

3.50 eV (66 GM), 3.70 eV (50 GM), 3.90 eV (35 GM), and
3.98 eV (59 GM), as well as several minor TPA states. By
contrast, the mCAMB3LYP peak of 117 GM is primarily
from one TPA state at 3.82 eV (101 GM), and the
CAMB3LYP peak of 149 GM is from just two TPA states
at 3.83 eV (77 GM) and 3.90 eV (75 GM). This illustrates
a major difference in the results from the three functionals:
B3LYP yields 14 TPA states below 4.05 eV, mCAMB3LYP
yields seven TPA states in this range, and CAMB3LYP gives
just two.

The calculated peak TPA cross-section is 5-7 times larger
than the measured one and is blue-shifted about 0.8 eV. This
overprediction of the TPA cross-section can be attributed to
the overprediction of the energy of the two-photon state, thus
resulting in a large resonance enhancement factor in eq 5.
With some rearrangement, the resonance enhancement factor
can be written as

η) (Ei

Ef
- 0.5)-2

(7)

where Ei is the energy of the Qx state, and Ef is the energy
of the TPA state. This factor calculated from experimental
energies is only 42, but for the four major TPA states
calculated using B3LYP, it is 109, 249, 842, and 1659, while
for the major TPA state calculated using mCAMB3LYP, it
is 396. The CAMB3LYP results illustrate how sensitive to
the state energies the calculated TPA cross-section can be
due to this resonance enhancement factor, as its value is 576
for the TPA state at 3.83 eV, but for the nearby TPA state
at 3.90 eV, it is 1020.

While using the SCRF-S solvation model does not
significantly change the calculated state energies, the more
accurate PCM can be used to give more accurate state
energies. All three functionals, including the PCM, cause a

Table 5. Calculated TPA Resonance Transition Energies (∆E, in eV) and the Corresponding TPA Cross-Sections (σ, in GM)
for yPya

solventb

none CV-INDO-MRDCI70 ∆E 3.04 3.78
reported σ 46 406
corrected (see text) σ 30 266

none B3LYP/6-31G** ∆E 3.34 3.43 3.47 3.62 3.68
σ 28.3 0.02 27.5 0.23 107.8

SCRF B3LYP/6-31G** ∆E 3.34 3.43 3.45 3.62 3.68
σ 44.4 0.04 35.1 0.34 167.8

1p B3LYP/6-31G** ∆E 3.28 3.32 3.38 3.50 3.60 3.61
σ 0.26 14.1 4.7 66.0 1.4 4.1
∆E 3.61 3.70 3.78 3.82 3.89 3.90
σ 0.71 50.3 7.6 3.5 15.7 34.9
∆E 3.96 3.98 4.14 4.16 4.23 4.31
σ 1.5 58.73 4.2 × 105 2.7 × 106 1.7 × 104 1082

1p mCAM/6-31G** ∆E 3.55 3.61 3.70 3.82 3.92 3.98
σ 1.8 4.5 0.05 101 8.4 4.6
∆E 4.02 4.09 4.11 4.17 4.22 4.24
σ 2.0 5360 8330 1.3 × 105 1.2 × 109 3.2 × 106

1p CAMB3LYP/6-31G** ∆E 3.83 3.90 4.28 4.29 4.31
σ 76.6 74.6 5.9 × 107 1.0 × 105 5.4 × 104

CH2Cl2 measured11 ∆E 2.93
σ 23.7

a The isolated yPy molecules have C2h symmetry, and the symmetry of the listed TPA states is Ag. When the yPy is coordinated with a
pyridine molecule, the symmetry of the system is reduced to C2, and that of the TPA states is reduced to A symmetry. We used a Gaussian
lineshape with FWHM ) 0.45 eV, except for the states above 4.0 eV, where we used FWHM ) 0.03 eV to minimize resonance effects on
the rest of the spectrum. b See footnote to Table 4.

Figure 4. TPA for yPy. The TDDFT calculations have a single
pyridine molecule coordinated to the zinc atom. The basis set
is 6-31G**, and FWHM ) 0.45 eV, except for states above
4.0 eV, where FWHM ) 0.03 was used to prevent these states
from obscuring the spectra from the lower energy states. The
CV-INDO-CI70 results have been corrected to our line shape
function as described in the text.
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red-shift of about 0.12 eV for the B band and a red-shift of
about 0.04 eV for Qx. However, the energy shift is much
smaller for the TPA states; when the CAMB3LYP is used,
each of the first five TPA states is red-shifted by 0.02 eV,
while with B3LYP and mCAMB3LYP, we observe similarly
small shifts, some in each direction. We conclude that both
continuum solvation models predict a significantly larger
peak TPA cross-section at about the same transition energy.

C. PyP. 1. OPA. The calculated and experimental excita-
tion energies and corresponding oscillator strengths for PyP
are reported in Table 6. Extinction coefficients are plotted
in Figure 5 for the B3LYP functional. Drobizhev et al.11

reported four excited electronic states with “x” polarization
(corresponding to the Bu states in the C2h system PyP(2p))
and five excited electronic states with “y” polarization

(corresponding to the Au states). The reported combined
oscillator strengths11 of 0.35 for the Q band and 2.91 for
the B band were resolved by Gaussian fits into the oscillator
strengths reported in Table 6. An oscillator strength of 0.11
for the Qx(0-1) state at 1.83 eV was combined with an
oscillator strength of 0.21 for the Qx(0-0) state at 1.74 eV.

The B3LYP results with the two different basis sets, 6-31G
and 6-31G**, show a small basis set effect, with no change
in the position of the Q band and just a small red-shift of
the most intense line in the B band with the addition of the
polarization functions. There is also a small decrease in the
intensity of the Q band and a small increase in the intensity
of the B band.

As with yPy, the calculated spectra tend to be blue-shifted
and more intense than the measured data. However, the

Table 6. OPA Spectra for PyP Calculated with TDDFT and the 6-31G Basis Seta

solvent functional/sym. Qx Qx′ Bx Bx′ Nx Nx′ Mx Mx′

none CV-INDO-CI70 ∆E 2.03 2.81 3.60
f 0.18 3.24 0.76

none B3LYP/D2h ∆E 1.93 2.80 3.31 2.89 3.47
f 0.93 1.01 0.64 0.00 0.14

2p B3LYP/C2h ∆E 1.77 2.46 2.73 3.14 2.86 3.18 3.22 3.36
f 0.94 0.00 0.84 0.39 0.00 0.07 0.13 0.02

2p B3LYP/C1 ∆E 1.84 2.52 2.66 3.12 2.86 3.17 3.19 3.43
f 0.82 0.00 0.46 0.63 0.00 0.00 0.49 0.00

2p + PCM B3LYP/C2h ∆E 1.69 3.05 2.70 3.12 2.89 3.14 3.37
f 1.20 0.00 0.94 0.49 0.00 0.30 0.01

2p CAMB3LYP/C2h ∆E 1.87 3.50 3.00 3.80 4.03 3.70 4.04 4.23
f 0.71 0.00 1.92 0.31 0.01 0.00 0.03 0.06

2p CAMB3LYP/C1 ∆E 1.95 3.01 3.68 3.72
f 0.59 1.83 0.24 0.25

2p + PCM CAMB3LYP/C2h ∆E 1.81 3.67 2.94 3.71 4.06 4.04 4.08
f 0.94 0.01 2.17 0.28 0.00 0.01 0.01

2p mCAMB3LYP/C2h ∆E 1.83 2.88 2.86 3.46 3.32 3.39 3.70 3.74
f 0.87 0.02 1.31 0.47 0.00 0.01 0.12 0.00

2p mCAMB3LYP/C1 ∆E 1.91 2.83 3.36 3.33 3.39 3.41
f 0.75 1.02 0.50 0.01 0.32 0.20

2p + PCM mCAMB3LYP/C2h ∆E 1.76 3.47 2.81 3.40 3.35 3.35 3.68
f 1.13 0.03 1.50 0.50 0.02 0.02 0.04

CH2Cl2 experiment ∆E 1.74 2.16 2.57 2.78
f 0.32 0.08 0.76 0.39

solvent functional/sym. Qy Qy′ By By′ By′′ Ny Ny′ My

none B3LYP/D2h ∆E 2.15 2.88 2.60 3.42 3.45
f 0.01 0.00 0.22 0.08 1.85

2p B3LYP/C2h ∆E 2.01 2.79 2.51 2.95 3.32 3.40 3.01 3.11
f 0.06 0.17 0.13 0.00 1.60 0.13 0.00 0.04

2p B3LYP/C1 ∆E 2.06 2.76 2.51 2.98 3.31 2.52 3.11
f 0.06 0.16 0.05 0.00 1.58 0.01 0.06

2p + PCM B3LYP/C2h ∆E 2.02 2.77 2.49 2.89 3.21 3.40 3.45
f 0.09 0.29 0.27 0.00 2.11 0.02 0.00

2p CAMB3LYP/C2h ∆E 2.16 3.62 3.15 3.55 3.86 4.00 4.10 4.15
f 0.05 0.47 1.38 0.00 0.70 0.06 0.00 0.02

2p CAMB3LYP/C1 ∆E 2.19 3.61 3.21 3.56 3.84 3.59
f 0.04 0.33 1.38 0.00 0.52 0.16

2p + PCM CAMB3LYP/C2h ∆E 2.16 3.61 3.04 3.49 3.83 4.15 4.01
f 0.06 0.50 2.08 0.00 0.60 0.15 0.03

2p mCAMB3LYP/C2h ∆E 2.12 3.12 2.80 3.21 3.47 3.68 3.44 3.54
f 0.06 0.30 0.41 0.00 0.95 0.10 0.01 0.61

2p mCAMB3LYP/C1 ∆E 2.16 3.10 2.83 3.23 2.93
f 0.05 0.36 0.26 0.00 0.00

2p + PCM mCAMB3LYP/C2h ∆E 2.12 3.10 2.76 3.15 3.41 3.68 3.77
f 0.09 0.46 0.81 0.00 1.61 0.04 0.05

CH2Cl2 experiment ∆E 2.01 2.24 2.64 2.83 3.01
f 0.03 0.11 0.38 0.19 1.16

a The excitation energies (∆E) are in eV. For the cases where the solvent includes two pyridine molecules (denoted “2p”), they are
coordinated on opposite sides of the molecule, as shown in Figure 3a.
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excitation energy calculated for the Qx state of PyP(2p) with
the B3LYP functional using C2h symmetry (either with or
without PCM) is in excellent agreement with experimental
results, although the calculated oscillator strength (0.9 in the
gas phase, 1.1 with PCM) is about 3 times the experimental
value (0.32). Allowing the system to relax to the C1

minimum-energy geometry causes a small blue-shift of 0.1
eV and a small decrease in the oscillator strength to 0.8.
Since the amount of charge transfer involved in the Q band
is small, the effect of the twisting out of plane of the two
porphyrin units and consequent loss in conjugation is also
small. Using CAMB3LYP blue-shifts the Q band by about
0.1 eV and reduces the oscillator strength by about 25%.
The mCAMB3LYP results fall in between those obtained
with B3LYP and CAMB3LYP, with all three functionals in
good agreement with the measured Q-band excitation energy
while overestimating the oscillator strength. In the previously
reported CV-INDO-CI results,70 the Qx band position was
overestimated by 0.3 eV and the oscillator strength was
underestimated by 50%.

The Bx line calculated using B3LYP is in good agreement
with experimental results, while the CAMB3LYP functional
overestimates the excitation energy and oscillator strength
for this transition. Relaxing the symmetry constraint to C1

substantially decreases the oscillator strength for this line
when B3LYP is used, and this intensity appears to be
transferred to the Bx′ state. Relaxing the symmetry constraint
has little effect when the functional is CAMB3LYP; the
B3LYP functional predicts more charge transfer in the
B-band states than does the CAMB3LYP functional, and thus
the loss of conjugation in the C1 structure has a bigger effect
on the B3LYP results. The increased long-range exact
exchange in the CAMB3LYP functional decreases charge
transfer between the porphyrin units; however, the B3LYP
results are in better agreement with the experimental absorp-
tion spectra. The results from mCAMB3LYP are again
intermediate relative to the other two functionals. In the
recent CV-INDO-CI study,70 the excitation energies calcu-
lated for the Bx and Bx′ states are higher than experimental

results by 0.2 and 0.8 eV, respectively, and the oscillator
strengths are overestimated by factors of 4 and 2.

The assignment of the “y” polarization states in the B band
may seem surprising since the most intense state calculated
using B3LYP/PCM (at 3.15 eV) and the most intense state
calculated using CAMB3LYP/PCM (at 2.99 eV) are assigned
to different states. However, each of the calculated states
assigned to the By′′ line is dominated by the transition from
the highest-occupied Bg orbital to the lowest unoccupied Bu

orbital.BycomparingtheresultsobtainedwiththemCAMB3LYP
functional, we can see how the introduction of the additional
asymptotic exchange in the CAM functional induces a
transfer of intensity from the By′′ state to the By state. While
the states calculated using different functionals can be
matched using the calculated molecular orbital transitions,
the assignment of the calculated states to experiments is
carried out using just the symmetry group, the transition
energy, and the oscillator strength. While there are significant
differences between the B3LYP and CAMB3LYP for some
states, the assignments in Table 6 seem to be the most likely
solution.

2. TPA. The TPA resonant cross-sections for PyP are
given in Table 7, and fitted TPA cross-sections have been
plotted in Figure 6. The CV-INDO-CI results70 have again
been corrected for the different line-shape functions used in
that study and ours, this time by multiplying by 1.48 × 0.20/
0.22. Calculated results are given for both the bare PyP (in
D2h symmetry) and the solvated PyP(2p) (in both C2h and
C1 symmetries) using the B3LYP, CAMB3LYP, and
mCAMB3LYP functionals. Experimentally, a strong TPA
peak is observed reaching 8500 GM near a transition energy
of 3.0 eV. The CV-INDO-CI study70 reported a peak near
this energy, but with only about one-fourth the intensity.
They also predicted a peak with an intensity similar to that
found experimentally, but with a transition energy of 3.7 eV.
Using B3LYP for the bare PyP, two smaller TPA peaks are
calculated, one about 0.5 eV lower in energy than experi-
mental results and the other 0.5 eV higher than experimental
results. Including the two pyridines in the calculation induces
a red-shift in the lower TPA peak, and while the position of
the second peak does not change, the red-shift in the Q-band
state (Table 6) brings it into resonance with this state, thus
causing an unphysically large result for this TPA cross-
section. As can be seen in Figure 6, there is little difference
in the peak at 2.25 eV when the C1 geometry is used, and
the 20 TPA states calculated in C1 geometry extend to only
3.11 eV, thus missing the large resonance near 3.49 eV.
When CAMB3LYP is used to model the bare molecule, the
first TPA peak is blue-shifted relative to experimental results,
but when the two pyridine molecules are included, excellent
agreement with experimental results is obtained. A peak TPA
cross-section of about 15 000 GM is predicted near a
transition energy of 3.06 eV for the C2h geometry, but the
experimental results did not report TPA above 3.0 eV, and
the TPA cross-section appears to still be increasing at that
energy. When the C1 geometry is used, there is little change
in the transition energy, but the peak TPA cross-section is
reduced to about 9000 GM, which also appears to agree well
with the available experimental data. Much of this reduction

Figure 5. Calculated OPA of PyP(2p) with the B3LYP
functional and 6-31G basis set in C1 symmetry both with and
without the PCM solvation model, with comparison to experi-
mental results.
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in the calculated cross-section can be attributed to the
decrease in the resonance enhancement factor η (eq 6) of
33%, due to the 0.1 eV blue-shift of the Qx state (see Table
6). A similar blue-shift in Qx in the calculation using B3LYP
decreases η by 18%, but other factors must compensate for
this (perhaps beyond the three-state approximation), since
there is no decrease in the calculated TPA cross-section. As
the OPA calculated with CAMB3LYP is not in such good
agreement with experimental results, the excellent agreement

with experimental results of the TPA spectra calculated with
CAMB3LYP is still under investigation.

While the B3LYP and mCAMB3LYP functionals under-
estimate the peak TPA cross-section by factors of 4 and 2,
respectively, the main source of the discrepancy appears to
be the resonance enhancement factor, as it was in the
overestimation of the TPA cross-section of yPy. Most of the
enhancement in the TPA cross-section in changing from
the monomer to the dimer is in the increase in the magnitudes
of the most relevant transition dipole moments. The three-
state approximation, eq 5, can be used to understand the
source of this enhancement by analyzing the term in the sum
with the major contribution to the cross-section. The excited-
state transition dipole moment, µif, can be obtained from a
QRDR calculation, while the transition dipole moments from
the ground state, µ0i, are obtained from the LR-TDDFT
calculations, as previously mentioned. In calculations for the
isolated yPy and PyP molecules using the B3LYP functional
with the 6-31G basis and the Qx state as the intermediate
state, the two transition dipole moments are 5.1 and 2.3 D
in yPy (corresponding to OPA and TPA states at 2.22 and
3.80 eV, respectively), while they are 11.3 and 12.2 D for
PyP (for OPA and TPA states at 1.93 and 2.44 eV). When
the product of the squares of these transition dipole moments
is evaluated, we observe that this factor predicts a TPA cross-
section enhancement factor of about 140 in comparing the
monomer to the dimer. The actual three-state approximations
in these two cases are 66 GM for yPy (compared to 82 GM
for this state in Table 5) and 1565 GM for PyP (compared
1870 GM in Table 7). Thus, TDDFT with the B3LYP
functional can qualitatively predict, using the three-state
model, the enhancement of the TPA that has been observed
experimentally; however, once again, the resonance enhance-
ment factor is highly sensitive to the exact state energies,
and none of the functionals tested has consistently yielded
the accuracy needed for these state energies.

Table 7. TPA Resonances of PyP with Cross-Sections Greater than 100 GMa

solvent

none CV-INDO-CI70 ∆E 2.96 3.70
reported σ 1755 8022
corrected, see text σ 2354 10762

none D2h B3LYP ∆E 2.39 2.44 3.51
σ 604 1869 561

SCRF D2h B3LYP ∆E 2.39 2.44 3.49
σ 1082 3333 1235

none D2h CAMB3LYP ∆E 3.25 3.77 3.71 4.05 4.07 4.13
σ 11234 270 373 41505 1.1E+06 4.3E+05

2p C2h B3LYP ∆E 2.25 2.29 3.36 3.49
σ 1904 431 168 1.5E+06

2p C2h CAMB3LYP ∆E 3.06 3.48 3.57 3.60 3.71
σ 15052 174 1693 506 1.0E+06

4.00 4.03 4.06 4.33
143 102 270 18135

2p C2h mCAMB3LYP ∆E 2.58 3.46 3.75
σ 4330 156 52267

2p C1 B3LYP ∆E 2.25 2.28
σ 1935 289

2p C1 CAMB3LYP ∆E 3.08 3.59 3.59
σ 9087 257 142

2p C1 mCAMB3LYP ∆E 2.59
σ 3565

CH2Cl2 experiment ∆E 3.02
σ 8510

a A Gaussian lineshape was used with FWHM ) 0.22 eV, and the 6-31G basis set was used. The second column lists the symmetry
used in the calculation.

Figure 6. TPA of PyP(2p) calculated using the 6-31G basis
and FWHM ) 0.22 eV. The experimental data do not extend
to transition energies above 3.02 eV. Also, the C1 calculations
do not include enough excited states to reach the highly
resonant region of the spectrum. The CV-INDO-CI70 TPA
cross-sections have been corrected to be consistent with our
lineshape function (see text).
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IV. Conclusions

Theoretical OPA and TPA spectra have been calculated with
TDDFT for FBP, yPy, and PyP and compared to experi-
mental results. The B3LYP functional was most effective at
predicting the OPA, as the CAMB3LYP functional generally
overestimated the excitation energy. The overestimation of
excited-state energies may be attributed to the additional
stabilization of the occupied orbitals that is a result of the
inclusion of more exact exchange. It is possible that in
CAMB3LYP the exchange and correlation have not been
properly balanced. Thus, an improved and rigorous param-
etrization, not yet carried out, is needed and is currently in
progress.

The large enhancement of the TPA cross-section for the
porphyrin dimer as compared to the porphyrin monomer,
observed experimentally, was predicted by the calculations.
The prediction of quantitatively correct TPA cross-sections
seems to be limited by the accuracy with which the most
relevant state energies can be predicted. The prediction of
TDDFT/B3LYP that the transition energy for the relevant
TPA state in yPy is about 0.5 eV larger than observed
experimentally led to a 5-fold overprediction of the TPA
cross-section for this molecule. For PyP, the CAMB3LYP
functional accurately predicts the TPA cross-section due to
the accuracy of the calculated transition energy, while the
underestimation of this transition energy by 0.5 eV with
mCAMB3LYP and by 0.8 eV with B3LYP leads to an
underestimation of the TPA cross-section by factors of 2 and
4, respectively.

Finally, although the results show the need for improved
x-c functionals, at the same time, these calculations quali-
tatively agree with experimental results by predicting the
large TPA enhancement for the porphyrin dimer. Because
of the sensitivity of the TPA cross-section to small changes
in state energies, a method which will accurately predict state
energies is necessary for quantitative prediction of TPA
spectra.
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Abstract: Molecular simulations are an important tool for the study of adsorption of
hydrocarbons in nanoporous materials such as zeolites. The heat of adsorption is an
important thermodynamic quantity that can be measured both in experiments and molecular
simulations, and therefore it is often used to investigate the quality of a force field for a
certain guest-host (g - h) system. In molecular simulations, the heat of adsorption in zeolites
is often computed using either of the following methods: (1) using the Clausius-Clapeyron
equation, which requires the partial derivative of the pressure with respect to temperature
at constant loading, (2) using the energy difference between the host with and without a
single guest molecule present, and (3) from energy/particle fluctuations in the grand-canonical
ensemble. To calculate the heat of adsorption from experiments (besides direct calorimetry),
only the first method is usually applicable. Although the computation of the heat of adsorption
is straightforward for all-silica zeolites, severe difficulties arise when applying the conventional
methods to systems with nonframework cations present. The reason for this is that these
nonframework cations have very strong Coulombic interactions with the zeolite. We will
present an alternative method based on biased interactions of guest molecules that suffers
less from these difficulties. This method requires only a single simulation of the host structure.
In addition, we will review some of the other important issues concerning the handling of
these strong Coulombic interactions in simulating the adsorption of guest molecules. It turns
out that the recently proposed Wolf method (J. Chem. Phys. 1999, 110, 8254) performs poorly
for zeolites as a large cutoff radius is needed for convergence.

1. Introduction
Zeolites are microporous crystalline materials with pores of
about the same size of a small molecule like water or
n-hexane. The structure of a zeolite consists of covalently

bonded TO4 units, in which the T-atom is usually a silicon
(Si) or an aluminum (Al) atom. To obey charge neutrality,
the substitution of a silicon atom by an aluminum atom
requires the presence of a nonframework cation (usually Na+

or K+) or a proton (H+). There are approximately 170
different zeolite framework types that have been synthe-
sized.1 Zeolitic materials are widely used as water softener,
selective adsorber, and catalyst for hydrocarbon conversions
(catalytic cracking and isomerization).
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As molecular simulations can provide a fundamental
understanding of processes and properties at the molecular
scale, in the past few years this type of simulations has
become an important tool for investigating the adsorption
properties of small guest (g) molecules in zeolite hosts
(h). As guest-host interactions are often dominated by
the dispersive interactions of the oxygen atoms with the
guest,2 classical force fields based on Lennard-Jones (LJ)
interactions have become very popular in this field of
research.3–10 Recently, it has been shown that an optimal
parametrization can lead to united atom force fields for
alkanes that are transferable to many all-silica zeolite
framework types.11–13 This transferability is often tested
by a comparison between simulations and experimental
adsorption data that had not been used to calibrate the
force field parameters.13

When nonframework cations are present in the frame-
work, strong electrostatic interactions between the non-
framework cations and the framework atoms (Si, Al, O)
have to be included for a correct description of the system.
Although the Ewald summation with tin foil boundary
conditions is often used,14 the so-called Wolf method has
been introduced recently as a pairwise alternative.15,16 The
strong interaction between the nonframework cations and
hydrocarbons lead to an enormous effect on adsorption
properties.17–20

In this work, we will consider the effect of strong
electrostatic interactions between the framework and the
nonframework cations or adsorbates on the computation
of the heat of adsorption. This quantity describes the
change in enthalpy when a molecule is transferred from
the gas phase into the pores of a zeolite. In experiments,
the heat of adsorption is usually computed using the
Clausius-Clapeyron equation21 or direct calorimetry ex-
periments22 while in molecular simulations this quantity
is usually calculated directly from the total energy of the
simulated system.4,23,8 However, we will show that a direct
computation using energy differences results in very
inaccurate results for zeolites with strongly bound non-
framework cations.

This paper is organized as follows. In section 2 we
briefly review the various schemes to compute the heat
of adsorption in molecular simulations, and we will
explain the advantages and disadvantages of each method.
In particular, we will show that a direct calculation of
the heat of adsorption using energy differences may lead
to problems for systems with strongly interacting non-
framework cations. We will introduce an alternative
method based on biased insertions that does not suffer
from these difficulties. Results of the various methods for
a typical system (described in section 3) are presented in
section 4. In section 5 we discuss some of the other
important issues for handing the Coulombic interactions
in these systems and show why the Ewald summation is
here preferable over the recently proposed Wolf method.
Our findings are summarized in section 6.

2. Calculating the Heat of Adsorption

In the remainder of this paper, we will denote the zeolite
and the included nonframework cations as the “host” (h).
The scaled positions of all the atoms that belong to the host
are denoted by the vector h. The adsorbate is denoted as
“guest” (g), and its conformation is denoted by g. In most
of the derivations in this work, the heat of adsorption is
calculated in molecular units, i.e. in J (or kJ) per molecule
instead of the often used J per mol.

Following Wood, Panagiotopoulos, and Rowlinson,21

the heat of adsorption q (or enthalpy of adsorption - ∆H)
at loading θ is defined using the famous Clausius-
Clapeyron equation

-q)∆H) kB(
∂ln[P ⁄ P0]

∂T-1
)θ)constant ) (

∂ln[P ⁄ P0]

∂�
)θ)constant

(1)

where P is the pressure, P0 is an arbitrary reference pressure,
T is the absolute temperature, θ is the loading of guest
molecules, kB ) R/Nav is the Boltzmann constant, R is the
gas constant, Nav is Avogadro’s number, and � ) 1/(kBT).
For an in-depth review of the thermodynamic definition of
the heat of adsorption we refer the reader to ref 24. To
compute the heat of adsorption at loading θ directly from
this equation, one needs the adsorption isotherm θ(P) for
various temperatures T. At sufficiently low loadings, the gas
phase will behave as an ideal gas, and the adsorption isotherm
will become a linear function

KH )
θ

VP
(2)

in which V is the volume of the host, and KH is the so-
called Henry coefficient (in units of molecules per unit
of host volume per unit of pressure). The heat of
adsorption at low loading then becomes

-q)∆H)-
∂ln[KH ⁄ KH0]

∂�
(3)

in which KH0 is an arbitrary constant (that has the same
units as KH). In molecular simulations, the most convenient
way to calculate the Henry coefficient is using Widom’s
test particle method 14,25–27

KH ) � × exp[-�µex]) � ×
〈exp[-�u+]〉H

〈exp[-�uIG
+ ]〉EB

(4)

in which µex is the excess chemical potential of the guest
in the zeolite, u+ is the energy of a test (guest) molecule
inserted at a random position in the zeolite, and uIG

+ is the
energy of a test (guest) molecule inserted at a random
position in an empty box without the presence of the host
(often referred to as an isolated chain). The brackets 〈 · · · 〉H

denote an average in the NVT ensemble over all confor-
mations of the host (and positions of the test particle),
and the brackets 〈 · · · 〉EB denote an ensemble average for
a test chain in an empty simulation box (ideal gas phase).
For chain molecules like alkanes, it is well-known that
insertion of a test chain at a random position in the zeolite
nearly always results in overlaps with zeolite atoms, and
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therefore the sampling statistics of the average
〈exp[-�u+]〉H will be extremely poor.23 For chains that
are not too long (<50 monomers) it is convenient to use
theConfigurational-biasMonteCarlo (CBMC)method28–31,14

to insert test chains. In this case, the Henry coefficient is
computed from23

KH ) � ×
〈W〉H

〈WIG〉EB
(5)

in which 〈W〉H is the average Rosenbluth weight of a test
chain in the host, and 〈WIG〉EB is the average Rosenbluth
weight of an isolated test chain in an empty box.

Calculating the heat of adsorption at low loading directly
using either eq 1 or eqs 3 and 4 requires several simulations
or adsorption experiments at different temperatures, and the
final answer must be computed by a numerical differentiation
with respect to 1/T. As the accuracy of such a numerical
differentiation strongly depends on the accuracy of the
individual simulations,32 many long simulations are required
to obtain an accurate value for the heat of adsorption.
Therefore, two alternative methods to compute the heat of
adsorption are often used in molecular simulations.

(1) From energy differences computed in the canonical
(NVT) ensemble21,23

-q)∆H) 〈U1〉1 - 〈U0〉0 - 〈Ug〉 -
1
�

(6)

in which UN is the total energy of a host with N guest
molecules present, 〈 · · · 〉X refers to an ensemble average
at constant V, T, and X guest molecules, and 〈Ug〉 is the
average energy of an isolated guest molecule (without the
host present). The average 〈Ug〉 for a certain guest
molecule only depends on temperature and needs to be
calculated only once. Later, we will see that for zeolites
with nonframework cations, the difference |〈U1〉 1 - 〈U0〉 0|
is very small compared to either 〈U0〉 0 or 〈U1〉 1. Therefore,
a direct computation of both 〈U0〉 0 and 〈U1〉 1 can lead to a
very inaccurate estimate of ∆H. Note that eq 6 only applies
to the heat of adsorption at zero coverage and that it
assumes ideal gas behavior.

(2) From energy/particle fluctuations in the grand-
canonical (µVT) ensemble,24 we can approximate the
change in potential energy upon adsorption of a single
guest molecule24

〈UN+1〉 N+1
- 〈UN〉

N
≈

(∂〈U〉µ

∂〈N〉µ
)

�
) (2〈U〉µ

2〈N〉µ
)

�
)

〈U × N〉µ - 〈U〉µ〈N〉µ

〈N2〉µ - 〈N〉µ〈N〉µ

(7)

where the brackets 〈 · · · 〉µ denote an average in the grand-
canonical ensemble, N is the number of guest molecules,
and µ is the chemical potential of the guest molecules.
This leads to24

-q)∆H)
〈U × N〉µ - 〈U〉µ〈N〉µ

〈N2〉µ - 〈N〉µ〈N〉µ

- 〈Ug〉 -
1
�

(8)

∆H in eq 8 is usually defined as the isosteric heat of
adsorption, and it is often applied at nonzero loading.24

Again, it is assumed here that the gas phase is ideal. The

disadvantage of using this method in practice is that it relies
on many particle insertions and removals in the grand-
canonical ensemble. The fraction of accepted trial moves in
grand-canonical simulations however can be quite low, even
if advanced insertion techniques are used.33–35 In practice,
long simulations in the grand-canonical ensemble are needed
to obtain accurate statistics for the averages in eq 7, especially
in the limit of low chemical potential where the number of
guest molecules is either 0 or 1. Therefore, we will not
consider the direct use of eq 8 in the remainder of this
manuscript.

It is instructive to show that eqs 3 and 6 should give the
same value for ∆H at low loading. Our starting point is the
observation that the Henry coefficient is related to the free
energy of a guest molecule inside the host (eq 4). We will
make use of the fact that partial derivatives of free energies
can always be expressed as ensemble averages.14 Consider
the partial derivative

∂ln〈exp[-�u+]〉H

∂�
(9)

and denote the scaled coordinates of the host (nonframework
cations included) by h and the scaled coordinates of the guest
molecules by g. U0(h) is the energy of the host and u+(g, h)
) U1(g, h) - U0(h) is the energy of a single guest molecule
adsorbed in the host. For the canonical partition function of
the host (without the guest) we can write

Q0 )Qzeolite without guest )∫ dh exp- [�U0(h)] (10)

in which we have omitted the constant prefactor of the
partition function.14 For the zeolite with a single guest
molecule we can write

Q1 )Qzeolite with single guest molecule

)∫ dh∫ dg exp[-�(U0(h)+ u+(g, h))] (11)

In this equation we separated the total energy of a zeolite
with a single guest molecule into two contributions: the
zeolite and the test particle. The ensemble average
〈exp[-�u+]〉H is therefore

〈exp[-�u+]〉H )
∫ dh∫ dg exp[-�(U0(h)+ u+(g, h))]

∫ dh exp[-�U0(h)]

)
∫ dh[exp[-�U0(h)]∫ dg exp[-�u+(g, h)]]

∫ dh exp[-�U0(h)]

(12)

Taking the partial derivative of its logarithm with respect to
� we get
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∂ln〈exp[-�u+]〉H

∂�

) ∂

∂�[ln(∫ dh[exp[-�U0(h)]∫ dg exp[-�u+(g, h)]]

∫ dh exp[-�U0(h)] )]
)

∫ dh exp[�U0(h)]

∫ dh[exp[-�U0(h)]∫ dg exp[-�u+(g, h)]]
×

∫ dh exp[-�U0(h)] × ∫ dh ∫ dg exp[-�(U0(h) + u+(g, h))](-U0(h) - u+(g, h))

(∫ dh exp[-�U0(h)])2

-
∫ dh exp[-�U0(h)]

∫ dh[exp[-�U0(h)]∫ dg exp[-�u+(g, h)]]
×

∫ dh exp[-�U0(h)](-U0(h)) × ∫ dh ∫ dg exp[-�(U0(h) + u+(g, h))]

(∫ dh exp[-�U0(h)])2

) -
∫ dh∫ dg exp[-�(U0(h) + u+(g, h))](U0(h) + u+(g, h))

∫ dh∫ dg exp[-�(U0(h) + u+(g, h))]

+
∫ dh exp[-�U0(h)]U0(h)

∫ dh exp[-�U0(h)]

) 〈U0〉 0
- 〈U0 + u+〉1

) 〈U0〉 0
- 〈U1〉 1

(13)

The same can be derived for the other term in eq 6
(corresponding to the isolated chain)

∂ln〈exp[-�uIG
+ ]〉EB

∂�
)〈UIG〉empty box no chain - 〈UIG + uIG

+ 〉empty box with single chain

)-〈uIG
+ 〉empty box with single chain

)-〈Ug〉 (14)

in which UIG is the energy of an empty box (zero) and uIG
+

is the energy of an isolated chain in this empty box. From
eqs 3 and 4, we obtain

∆H)-
∂lnKH

∂�
)

- ∂

∂�
[ln�+ ln〈exp[-�u+]〉H - ln〈exp[-�uIG

+ ]〉EB] (15)

and by substituting eqs 13 and 14 we end up with eq 6. This
means that eqs 3 and 6 should give identical result for ∆H
at low loading.

In this work, we propose to use eq 8 in such a way that
〈UN+1〉N+1 and 〈UN〉N are computed in a single simulation in
the NVT ensemble. This means that for the calculation of
∆H at a certain loading (N guest molecules present in the
system), only a single simulation of the host structure is
needed. This simulation is performed in the ensemble with
N guest molecules present (denoted as 〈 · · · 〉N). Our starting
point is

〈UN+1〉N+1 - 〈UN〉N

)〈UN + u+〉
N+1

- 〈UN〉
N

)
∫ dh∫ dg exp[-�(UN(g, h)+ u+(g, h))](UN(g, h)+ u+(g, h))

∫ dh∫ dg exp[-�(UN(g, h)+ u+(g, h))]
- 〈UN〉

N

)

∫ dh∫ dg exp[-�(UN(g, h)+ u+(g, h))](UN(g, h)+ u+(g, h))

∫ dh∫ dg exp[-�UN(g, h)]

∫ dh∫ dg exp[-�(UN(g, h)+ u+(g, h))]

∫ dh∫ dg exp[-�UN(g, h)]

- 〈UN〉
N

)
〈(UN + u+) exp[-�u+]〉N

〈exp[-�u+]〉N

- 〈UN〉
N

(16)

in which u+ ) UN+1 - UN is the energy of a test (guest)
chain. Note that the coordinates of the test chain are included
in h. For chain molecules, it is much more convenient to
use the Rosenbluth algorithm36 to generate a conformation
of a test chain. In this case, it is trivial to show that

〈exp[-�u+]〉N ) 〈W〉N (17)

〈(UN + u+) × exp[-�u+]〉N ) 〈(UN + u+) × W〉N (18)

and therefore

〈UN-1〉N-1 - 〈UN〉N )
〈(UN + u+) × W〉N

〈W〉N
- 〈UN〉N

(19)
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In the Rosenbluth algorithm, it is often convenient to use
only part of the nonbonded energy to select trial segments
leading to a modified Rosenbluth weight 〈W/〉 . In the
Appendix, it is derived that

〈W〉N ) 〈W/ exp[-�δ]〉N (20)

〈(UN + u+) × W〉N ) 〈(UN + u+) × W/ exp[-�δ]〉N

(21)

in which δ is the energy difference between the total
nonbonded part of the potential and the nonbonded part of
the potential that was used to select trial segments.27,37 The
final expression then becomes

-q)∆H)
〈(UN + u+) × W/ exp[-�δ]〉N

〈W/ exp[-�δ]〉N

- 〈UN〉N -

〈Ug〉 -
1
�

(22)

The ensemble averages 〈 · · · 〉N can be computed from the
same simulation. Calculating 〈Ug〉 requires a simulation of
an isolated guest molecule at the same temperature. It is
important to note that eqs 20 and 8 lead to identical results
and both can be applied at nonzero loading (in contrast to
eqs 3, 4, and 5). At low loading (N ) 0), eq 22 becomes
identical to eqs 3 and 6 and not only the heat of adsorption
but also the Henry coefficient can be computed using a single
simulation of the host structure (this in contrast to the
conventional test particle method).

In principle, one could also perform simulations in the
ensemble 〈 · · · 〉N to compute averages in the ensemble
〈 · · · 〉N-1. This leads to

〈UN-1〉N-1 )
〈UN-1 × exp[�u+]〉N

〈exp[�u+]〉N

(23)

with u+ ) UN - UN-1. This would correspond to a real-
particle version of eq 16. However, as this is equivalent to
computing the chemical potential using a real particle
formulation, this approach will be extremely inefficient.14

3. Model and Simulation Details

To test the different methods to compute the heat of
adsorption, we studied the adsorption of n-alkanes in zeolite
LTA5A using the force field of ref 18. We simulated a single
unit cell with dimensions of a ) b ) c ) 24.555 Å (R ) �
) γ ) 90o) and with composition Na32Ca32Al96Si96O384.
Periodic boundary conditions are used. The unit cell of LTA
consists of 8 cages that are interconnected by small windows,
see Figure 1. The crystallographic positions of the framework
atoms (Al, Si, O) as well as the initial positions of the
nonframework cations (Na, Ca) are taken from the work of
Pluth et al.38 Electrostatic interactions are handled using the
Ewald summation with parameters R ) 0.3 Å-1 and k ) 9
wave vectors in each reciprocal direction.14

Simulations were performed in the NVT ensemble at 500
K. In each Monte Carlo cycle, it is chosen at random with
a fixed probability to displace, rotate, or regrow a hydro-
carbon chain (if present in the system) at a random position.

As it is well-known that fixing the positions of the non-
framework cations (Na, Ca) may lead to erroneous results,17

trial moves to displace the nonframework cations are
included. The number of trial moves in each cycle is equal
to the number of nonframework cations. The positions of
the framework atoms (Si, Al, O) are kept fixed. During the
simulations, test chains are grown using the Rosenbluth
algorithm from which data on the average Rosenbluth weight
of the sorbate are collected; this is used to compute the heat
of adsorption using eq 22. The number of test insertions per
cycle is equal to the number of nonframework cations. In
this way, the amount of CPU time per cycle is approximately
equal for the methods to compute the heat of adsorption (eqs
6 and 22).

4. Results

In Figure 2, we have plotted the heat of adsorption of various
n-alkanes at zero loading computed using various methods.
Clearly, the new method (eq 22) produces exactly the same
result as the method using the temperature derivative of the
Henry coefficient (eqs 3 and 4) as well as with the method
based on energy differences (eq 6) within the accuracy of
the simulations.

In Figure 3 we have plotted the running average of the
heat of adsorption of n-hexane as a function of the number
of MC cycles when small displacements of the nonframe-
work cations are allowed. Here, the initial positions of the
nonframework cations were taken from the crystallographic
positions. The method based on energy differences requires
two simulations of the zeolite, one with a single n-hexane
chain and one without, while our new method requires only
a single simulation of the host system. It turns out that each
MC cycle takes approximately the same amount of CPU time
for each method, and therefore it becomes clear from Figure
3 that our new method converges much more quickly to the
final answer. As the difference |〈U1〉 1 - 〈U0〉 0| is typically

Figure 1. Schematic representation of framework type LTA.
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104 times smaller than either 〈U1〉 1 or 〈U0〉 0, and slightly
smaller than the typical fluctuations of either 〈U1〉 1 or 〈U0〉 0,
it is not surprising that the method based on energy
differences performs poorly.

In all previous simulations (Figures 2 and 3), the initial
positions of the nonframework cations were taken from the
known crystallographic positions of LTA5A.38 For this
zeolite, also the positions of the framework Al atoms are
well-known. Although the nonframework cations are allowed
to move during the simulations, as expected their positions
during the simulations do not significantly deviate from the
crystallographic positions. However, in most cases, for a
given zeolite the crystallographic positions of the nonframe-

work cations or the framework Al atoms are not known from
experiments. However, one could still be interested in
computing the adsorption properties in this case. One should
keep in mind that for some zeolites the adsorption properties
strongly depend on the positions of the framework Al atoms,
while for other zeolites this dependency is not present.19,20

It is instructive to study this usual senario further, i.e. the
positions of the nonframework cations are not known. In
this case, the only choice is to start from random initial
positions of the nonframework cations and to use a long
equilibration period of the system. Trial moves to put a
nonframework cation at a random position in the zeolite will
then significantly accelerate equilibration. It is important to
note that this approach relies on the assumption that during
the simulation the nonframework cations are able to find their
equilibrium positions. This is a major cause for concern, as
the interactions between the nonframework cations and the
framework atoms are dominated by very strong electrostatic
interactions, especially for multivalent ions like Ca.

To investigate the effect of possible rearrangements of the
nonframework cations during the simulation, we conducted
a simulation starting from random initial positions for the
nonframework cations that was equilibrated for 105 cycles.
Trial moves to put the nonframework cations at a random
position in the zeolite were used to accelerate equilibration.
The final configuration of the nonframework cations was then
used as a starting point to compute the heat of adsorption
using eqs 6 and 22, see Figure 4. Clearly, the method based
on energy differences is extremely inaccurate as during the
simulations the positions of the nonframework cations in the
simulation with the n-hexane chain apparently deviate from

Figure 2. Heat of adsorption at zero loading for various
n-alkanes in zeolite LTA5A computed using various methods.
T ) 500 K. We have included the error bars for the method
based on energy differences. For the other two methods, we
checked that the error bars are always smaller than the
symbol size.

Figure 3. Running average of the heat of adsorption of
n-hexane at zero loading as a function of the number of MC
cycles for the method based on energy differences (eq 6) and
our new method (eq 20). T ) 500 K. Small displacements of
the nonframework cations are allowed. Initial positions of the
nonframework cations were taken from the crystallographic
positions.38

Figure 4. Running average of the heat of adsorption of
n-hexane at zero loading as a function of the number of MC
cycles for the method based on energy differences (eq 6) and
our new method (eq 20), not starting from the crystallographic
positions of the nonframework cations. T ) 500 K. A simula-
tion starting from random initial nonframework cation positions
was conducted, and a long equilibration period was used. The
final configuration of this simulation was used here as the
starting point to compute the heat of adsorption. Trial moves
to put nonframework cations at random positions in the zeolite
are included to accelerate equilibration of the positions of the
nonframework cations.
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those in the simulation without the n-hexane chain, even
though these simulations were started from the same initial
nonframework cation positions. This difference in nonframe-
work cation positions will have a huge effect on the total
energies 〈U1〉 1 and 〈U0〉 0, and therefore it will dramatically
affect the efficiency of any method to compute the heat of
adsorption that requires more than one simulation of the host
structure. In principle, the huge difference of Figure 4 would
eventually disappear if one would simulate much longer, so
that all rearrangements of nonframework cations would be
visited according to their statistical weight. Unfortunately,
due to the very strong interactions of the nonframework
cations with the framework this will take extremely long
simulations, even at high temperature (500 K).

From Figures 3 and 4 we can conclude that the method
based on energy differences is very sensitive to the displace-
ments of the nonframework cations and far less sensitive to
the adsorption energy of a hydrocarbon. Therefore, the use
of this method is not recommended for zeolites with strongly
interacting nonframework cations. Note that the heat of
adsorption of n-hexane calculated using our new method is
approximately 60.7 kJ/mol for the simulations of Figure 3
and 62.7 kJ/mol for the simulations of Figure 4. As this
difference it very small, one can conclude that the positions
of the nonframework cations only have a minor influence
on the heat of adsorption for LTA5A. However, performing
the simulations with (arbitrary) fixed nonframework cation
positions is not a sensible option as this may introduce other
artifacts (especially when the temperature or loading is
varied).17

5. Handling of Coulombic Interactions in
Zeolites

In the previous section we have analyzed the difficulties
introduced by strong electrostatic interactions in zeolites.
Electrostatic interactions are very long-ranged due to their
r-1 behavior. It is well-known that simple truncation of these
interactions may lead to incorrect simulation results.14,39,40

Also, a direct summation of Coulombic pair interactions is
conditionally convergent, i.e. the final result depends on the
order of the summation. It is for this reason why the well-
known Ewald summation41,26,14 or equivalent method is
currently the generally accepted method in molecular simula-
tions. For the Ewald summation, the total Coulombic energy
of the system can be written as the sum of three contributions
(assuming tin foil boundary conditions):

(1) The real-space part, which is proportional to

Ereal )∑
i<j

qiqjerfc(Rrij)

rij
(24)

in which erfc(x) is the complementary error function, rij is
the distance between particles i and j, qi and qj are the charges
on particles i and j, respectively, and R is a constant damping
factor. The summation ∑i<j is in principle a summation over
all periodic images of i and j. However, it is convenient to
choose R in such a way that only the nearest images have to
be considered (as erfc(x) is close to zero for large x). This
requires a value of R that is not too small. The real-space

part of the Ewald summation and the conventional Lennard-
Jones interactions can be calculated simultaneously using the
same cutoff radius.

(2) The self-energy

Eself )- R
√π

∑
i)1

N

qi
2 (25)

which does not depend on the positions of the ions in the
system.

(3) The Fourier part of the energy, which is proportional
to

EFourier )
1

2V
∑
k*0

∞
exp[-k2 ⁄ 4R2]

k2 |∑
j)1

N

qj exp[-ik • rj]|2
(26)

in which V is the volume of the system and the vectors k
are linear combinations of the reciprocal basis vectors of the
system. For larger systems (>10000 charges), it is more
efficient to replace eq 24 by a grid-based computation like
Particle Mesh Ewald.14

The convergence of the total energy is controlled by the
real-space cutoff rcut, the value of R, and the number of
vectors in each reciprocal direction (k). Provided that only
nearest images are used to calculate the real-space energy
(eq 22), the total energy as a function of the number of
k-vectors converges to the same value for a large number of
k-vectors, independent of the value of R (provided that R is
sufficiently large).

The Fourier part of the system clearly depends on the
positions ri (and charges qi) of all N particles in the system.
This may suggest that in a Monte Carlo simulation, in every
trial move the positions of all particles in the system have
to be considered for the calculation of the energy difference
between the new and old configuration. Fortunately, it is
possible to rewrite the Ewald summation in such a way that
only the atoms with a different position have to be
considered. The structure of eq 26 can be expressed as

EFourier ∝ ∑
k*0

|x(k, rN, qN)|2 )∑
k*0

[R(x(k))2 + I(x(k))2]

(27)

in which the complex numbers x depends on the positions
(rN) and charges (qN) of all the atoms in the system. The
real and imaginary component of this vector can be expressed
as

R(x(k)))∑
i)1

N

qi cos(k • ri) (28)

and

I(x(k)))∑
i)1

N

qi sin(k • ri) (29)

As R(x(k)) and I(x(k)) can be expressed as a summation
over all particles in the system, it is convenient to store
R(x(k)) and I(x(k)) in the memory of the computer (one
complex number for each k). For particle displacements,
rotations, regrows, (test) insertions, deletions, and identity
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changes one can easily calculate the new values for R(x(k))
and I(x(k)) by subtracting the contributions of the old
configuration and adding the contributions for the new
configuration. This has to be done only for atoms that have
a different position in the old and new configuration.

Recently, Wolf and co-workers15 have proposed a pairwise
alternative for the Ewald summation. In this method, the
Coulombic interactions are damped using a complementary
error function that is truncated and shifted at distance rcut

resulting in the following pair potential (rijercut):

�Wolf(rij)) qiqj[ erfc(Rrij)

rij
-

erfc(Rrcut)

rcut
] (30)

Fennell and Gezelter16 have developed a slightly modified
damping function (rijercut)

�FG(rij)) qiqj[ erfc(Rrij)

rij
-

erfc(Rrcut)

rcut
+ (rij - rcut)

[ erfc(Rrcut)

rcut
2

+
2Rexp[-R2rcut

2 ]
√πrcut

]] (31)

Compared to the Ewald summation, the long-range Fourier
part (eq 26) is omitted, which is only strictly correct in the
limits Rf0 and rcutf∞. To make a comparison between the
results obtained from the Ewald summation and the Wolf
method, one should not only consider the computationally
efficiency of the methods but also how the computed
averages obtained from the methods depend on the control
parameters (for the Wolf method, rcut, R and for the Ewald
summation rcut, R and the number of k-vectors in each
reciprocal direction (k)). As the cutoff radius is limited by
the size of the simulation box (e.g., when the nearest image
convention is used, rcut is limited to half the boxsize14), a
larger value of rcut may imply that a zeolite consisting of
more unit cells is required.

Although there have been several studies on the compari-
sonbetweentheWolfmethodandtheEwaldsummation,16,42–44

these studies mainly focus on reproducing the total energy
of the simulation box at finite temperature and not on the
energy change when a polar molecule is inserted into a
simulation box. We have tested the Ewald summation and
the Wolf method for calculating the heat of adsorption of
CO2 at zero loading in all silica MFI-type zeolite using the
recently proposed force field of ref 45 (calculated using eq
22). As our goal is to investigate the differences between
the Wolf method and the Ewald summation, we have
eliminated all Lennard-Jones interactions, and all atoms in
the system are modeled as hard spheres with a diameter of
3 Å. The partial charges of the atoms are taken as follows:
qO(zeo) ) -1.025e, qSi(zeo) ) +2.05e, qC(CO2) ) +0.6512e,
qO(CO2) ) -0.3256e. Grid interpolation techniques46,8 to
compute pair potentials have not been used. As the self-
interactions of the Wolf method for CO2 and the zeolite are
constant and independent of the reference state, only pair
interactions between CO2 and the zeolite (eqs 30 and 31)
need to be considered for the Wolf method.

In Figure 5, we have plotted the energy difference 〈U1〉 1

- 〈U0〉 0 - 〈Ug〉 calculated using eq 22 for both the Wolf
method and the modification by Fennell and Gezelter (eq
31) as a function of R for various values of the cutoff radius.
In the same figure, the result obtained from the Ewald
summation is also included. Clearly, the result strongly
depends on the precise value of R and rcut, especially for
small values of rcut. The value of R ) 0.2 Å-1 as suggested
by some authors16,43 leads to incorrect results for this system.
At this point it is important to note that for practical usage
of the Wolf method, the computed results should not depend
too strongly on the precise values of rcut and R. From Figure
5 it becomes clear that that there is only a small range of R
which leads to results consistent with the Ewald summation
and that a cutoff radius of at least 25 Å is required to avoid
a large sensitivity for the precise values of R and rcut. This
holds for both the original Wolf method and the modification
by Fennell and Gezelter. Although for some values of R and

Figure 5. Average energy difference 〈U1〉1 - 〈U0〉0 - 〈Ug〉 for CO2 in all silica MFI-type zeolite computed using the Wolf method
(left) or using the modification by Fennell and Gezelter (right). The (unweighted) average is taken over all possible configurations
of CO2 that do not result in an overlap with zeolite atoms. The zeolite consists of 4 × 4 × 6 unit cells. The size of the simulation
box is therefore a ) 80.088 Å, b ) 79.596 Å, c ) 80.298 Å. In all simulations, 3 × 107 trial insertions are used (eq 20). The
result obtained by the Ewald summation (R ) 0.3 Å-1, k ) 20, rcut ) 12 Å) is also included.
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rcut the average heat of adsorption computed using the Wolf
method is identical to the one computed using the Ewald
summation, this does not guarantee that the energy of each
individual configuration of CO2 computed using both meth-
ods is identical. In Figure 6, we plotted the average absolute
energy difference between the adsorption energy computed
using the Ewald summation (uEwald(g)) and the adsorption
energy computed using the Wolf method (uWolf(g)), calculated
for the same configurations (g) of CO2 and averaged over
all possible configurations of CO2 that do not overlap with
the zeolite. For the optimal value of R for rcut ) 20 Å, the
average absolute energy difference between the Wolf method
and the Ewald summation for a single configuration of CO2

is on average 4%, while the difference in average energy is
zero for the optimal value of R. This means that although
the Wolf method may predict correct averages for the optimal
R and rcut, one should also test whether the energy of
individual configurations is computed correctly (i.e., identical
to the result obtained by the Ewald summation). If this is
not the case, one can expect artifacts in the simulation results.
From Figures 5 and 6 it becomes clear that the Wolf method
only converges to the correct energy for each configuration
of CO2 for (1) a cutoff radius of at least 25 Å and (2) a
narrow range of R.

The results of the Ewald summation are not very sensitive
to the precise values of R and rcut, see Table 1. It is well-
known that if only nearest images are used to compute the
real-space part of the energy (eq 24), the total energy of the
system as a function of k at constant R should always
converge to the same value for large k, provided that R is
large enough. The difference between the averages in Table
1 is less than 1% which is approximately equal the error in
any of the reported values in Table 1. We verified that the
energy of each single configuration of CO2 is within 0.1%
for any of the values of R, rcut, and k reported in Table 1. It
is important to note that the finite-size effect is absent for
our system when charges are handled using the Ewald
summation, and therefore one can use a small simulation

box (2 × 2 × 3 unit cells). For the Wolf method however,
this is not possible as a cutoff radius of at least 25 Å is
needed. According to the nearest image convention the size
of the simulation box needs to be at least twice the value of
rcut. Using such a large cutoff radius is inconvenient, as the
usual sorbate-zeolite and sorbate-sorbate Lennard-Jones
type interactions have a cutoff radius of typically 12
Å.11,12,17,47 We compared the CPU time required for the Wolf
method for R ) 0.1 Å-1 and rcut ) 25 Å (4 × 4 × 6 unit
cells) with the Ewald summation (R ) 0.3 Å-1, k ) 15,
rcut) 12 Å, 2 × 2 × 3 unit cells) for the same number of
trial insertions of CO2. Although in this simulation using
the Ewald method 88% of the CPU time is spent in
calculating the Fourier energy (eq 24), the simulation using
the Ewald method is still 7 times faster due to the fact that
a smaller cutoff radius can be used.

While other studies found quite good agreement between
the Wolf method and the Ewald summation for condensed
phases,16,42–44 our findings (Figures 5 and 6) show that
convergence to the Ewald result is more difficult for zeolites.
The reason is that the Wolf method critically depends on
the screening of electrostatics around a central ion. Due to
the screening the effective range of the potential will be

Figure 6. Absolute energy difference between the Ewald summation and the Wolf method for individual configurations of CO2

(denoted as g) in MFI-type zeolite, averaged over all possible configurations of CO2 that do not overlap with the zeolite. Left:
Original Wolf method (eq 28). Right: The modification by Fennell and Gezelter (eq 29). The zeolite consists of 4 × 4 × 6 unit
cells. The size of the simulation box is therefore a ) 80.088 Å, b ) 79.596 Å, c ) 80.298 Å. In all simulations, 3 × 107 trial
insertions are used (eq 20).

Table 1. Average Energy Difference 〈U1〉1 - 〈U0〉0 - 〈Ug〉
for CO2 in All Silica MFI-Type Zeolite Computed Using the
Ewald Summationa

no. of unit cells R [Å-1] k rcut [Å] (〈U1〉1 - 〈U0〉0 - 〈Ug〉)/kB [K]

4×4×6 0.4 30 20 -110.4
2×2×3 0.3 15 12 -108.9
2×2×3 0.3 20 12 -109.8
2×2×3 0.3 30 12 -109.6
2×2×3 0.4 10 12 -110.6
2×2×3 0.4 20 12 -110.1
2×2×3 0.3 10 18 -109.2
2×2×3 0.3 20 18 -109.2
2×2×3 0.3 30 18 -109.2
2×2×3 0.5 20 18 -109.6

a In all simulations, 3 × 107 trial insertions are used (eq 22).
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reduced, and therefore a summation of pair interactions seems
sufficient to describe effective interactions between ions. As
a large part of the zeolite consists of empty pores (at low
loading), the screening of Coulombic interactions is less
efficient and a large cutoff radius is required.

It is instructive to test the convergence of the Wolf method
for a worse-case scenario, i.e. a system that is highly disordered
with large concentration gradients, even though the Wolf
method was not designed for such a system. For molten NaCl
at high density, it has been shown that the total energy computed
by the Wolf method is in reasonable agreement with the Ewald
summation.44 Consider a system of 100 Na+ ions and 100 Cl-

ions in a simulation box of 250 Å × 250 Å × 250 Å, the density
of this system is extremely low. The ions are placed at random
positions in the simulation box in such a way that hard-core
overlaps (here: ion-ion distance smaller than 3 Å) are avoided.
For a single configuration of the ions, we investigated the total
energy computed using the Wolf method for various values of
R15

EWolf )-( R√π
+

erfc(Rrcut)

2rcut
)∑

i)1

N

qi
2 +∑

i<j
�Wolf(rij) (32)

The results are shown in Figure 7. Clearly, for R ) 0.1 Å-1

and R ) 0.05 Å-1 the total energy of the Wolf method
converges to an incorrect total energy. For R ) 0.01 Å-1,
the energy of the Wolf method converges to the result
obtained by the Ewald summation. However, the conver-
gence is just as slow as a direct r-1 summation of pair
interactions (R ) 0 Å-1 in eq 28). This clearly shows that
the Wolf method critically depends on the screening of
electrostatic interactions and that for a given system one
should always check whether such a screening is applicable.

It is well-known that a direct r-1 summation only
converges for very large values of the cutoff radius,14 for
example more than 40 Å for neutral molecules. Damping
the Coulombic potential reduces this range, although still a

cutoff of at least 25 Å seems to be the minimum requirement,
but at the cost of uncertainty in the damping constant R.
Different values for R are recommended in the literature
implying this damping is system specific and possibly
dependent on the molecule type, framework topology,
temperature, etc. The Ewald summation is able to compute
the electrostatic energy exactly (to within any specified
numerical precision) for a system of charges in an infinitely
periodic structure at a cost less than quadratic with the
number of particles (N3/2 for Ewald). The energy and forces
computed with the Ewald summation are well-defined and
unique. They do not depend on a judicious choice of damping
parameters and cutoff values, and Ewald type methods are
at the same level of accuracy significantly cheaper.

6. Conclusions

We have introduced a new method to compute the heat of
adsorption for adsorbates in framework structures with
nonframework cations that requires only a single simulation
of the host. The main difference with the conventional
Widom’s test particle method is that Widom’s test particle
method only provides the Henry coefficient at a certain
temperature, and therefore, additional simulations at different
temperatures and a numerical differentiation will be necessary
to compute the heat of adsorption. The often used method
based on energy differences is far more sensitive to the
precise displacements of the nonframework cations than to
the interactions with the adsorbate and therefore this method
is unsuited for structures with nonframework cations. In
addition, we have shown that for studying adsorption in
zeolites, the Ewald summation is superior to the recently
proposed Wolf method (and other direct summation meth-
ods), both in accuracy and speed. The Ewald method can be
implemented very efficiently for Monte Carlo methods as
only the change for moving atoms needs to be computed.
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Appendix: Chemical Potential

The chemical potential of a chain molecule can be computed
using the Rosenbluth scheme36

�µ)-ln〈W〉 (33)

in which W is the Rosenbluth weight. Consider the situation
that we use f trial positions for the first bead and k trial
positions for the other N-1 beads. The Rosenbluth weight
W is then defined as

W)
∏
i)1

N

∑
j

exp[-�uij]

fkN-1
(34)

in which uij is the energy of the jth trial position of the ith

Figure 7. Total energy of a single configuration of 100
randomly placed Na+ ions and 100 randomly placed Cl- ions
in a simulation box of 250 Å × 250 Å × 250 Å, computed
using the Ewald summation, the Wolf method, and a direct
r-1 summation (R ) 0 Å-1). Hard-core overlaps are avoided
in this single configuration.
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chain segment. In this scheme, trial directions are selected
with a probability

Psel )
exp[-�uij]

∑
j

exp[-�uij]
(35)

It is sometimes convenient to choose a different selection
of trial segments than in the Rosenbluth scheme,

Psel
/ )

exp[-�uij
/]

∑
j

exp[-�uij
/]

(36)

in which uij
/ * uij. This is for example useful for charged

systems, in which only the real-space part of the Coulombic
potential is used to select trial segments. Another application
is the use of a second cutoff radius to select trial segments.27,37

Below, we will show that in the case of a different selection
rule for trial segments, the chemical potential can be
computed using

�µ)-ln〈W〉 )-ln〈 ∏i)1

N

∑
j

exp[-�uij
/]

fkN-1
× exp[-�δ]〉 )-

ln〈W/ × exp[-�δ]〉 (37)

in which δ is the energy difference δ ) ∑i[uij(i) - uij(i)
/ ] in

which j(i) is the selected trial direction for segment i. Note
that if uij

/ ) uij, then we recover eq , and if uij
/ ) 0, then we

have W/ ) 1 and we recover the original Widom’s test
particle method.14 To show that eq 37 is correct, consider
the extension of a chain with a single trial segment. The
probability of generating a given set of k trial directions with
orientations Γ1 though Γk is

Pgen(Γ1) · · ·Pgen(Γk)dΓ1 · · · dΓk (38)

The probability to select any of these trial segment follows
from eq 36:

Psel
/ )

exp[-�uij
/]

∑
j

exp[-�uij
/]
)

exp[-�uij
/]

wi
/(Γ1 · · ·Γk)

(39)

We have to consider the average of wi
/ exp[-�(uij - uij

/)]
over all possible sets of trial segments (j) and all possible
choices of the trial segment (j′):

〈 wi
/ exp[-�(uij - uij

/)]

k 〉
) ∫ ∏

j)1

k

dΓjPgen(Γj)∑
j′)1

k

Psel
/ ×

wi
/ exp[-�(uij - uij

/)]

k

) ∫ ∏
j)1

k

dΓjPgen(Γj)∑
j′)1

k exp[-�uij
/]

wi
/

×
wi
/exp[-�(uij - uij

/)]

k

) ∫ ∏
j)1

k

dΓjPgen(Γj)∑
j′)1

k exp[-�uij]

k
(40)

As the labeling of trial segment is arbitrary, this leads to

〈 wi
/exp[-�(uij - uij

/)]
k 〉 )∫ dΓPgen(Γ) exp[-�ui]

(41)

By definition, we have14

〈 wi

k 〉 )∫ dΓPgen(Γ) exp[-�ui] (42)

in which

wi )∑
j)1

k

exp[-�uij] (43)

This proves that

〈W〉 ) 〈W/exp[-�δ]〉 (44)

In a similar way, one can show that

〈F × W〉 ) 〈F × W/ exp[-�δ]〉 (45)

in which F can be an arbitrary function that only depends
on the position of the generated chain.
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Abstract: We address the question of constructing a protocol for replica-exchange molecular
dynamics (REMD) simulations that make efficient use of the replica space, assess whether
published applications are achieving such “mixing” efficiency, and provide a how-to guide to
assist users to plan efficient REMD simulations. To address our first question, we introduce
and discuss three metrics for assessing the number of replica-exchange attempts required to
justify the use of a replica scheme and define a “transit number” as the lower bound for the
length of an efficient simulation. Our literature survey of applications of REMD simulations of
peptides in explicit solvent indicated that authors are not routinely reporting sufficient details
of their simulation protocols to allow readers to make independent assessments of the impact
of the method on their results, particularly whether mixing efficiency has been achieved.
Necessary details include the expected or observed replica-exchange probability, together with
the total number of exchange attempts, the exchange period, and estimates of the autocorrelation
time of the potential energy. Our analysis of cases where the necessary information was reported
suggests that in many of these simulations there are insufficient exchanges attempted or an
insufficiently long period between them to provide confidence that the simulation length justifies
the size of the replica scheme. We suggest guidelines for designing REMD simulation protocols
to ensure mixing efficiency. Two key recommendations are that the exchange period should in
general be larger than 1 ps and the number of exchange attempts should be chosen to
significantly exceed the transit number for the replica scheme.

1. Introduction

Interest from chemists in replica-exchange techniques for
molecular dynamics simulations of biomolecules has grown
rapidly since the seminal paper in 1999,1 although the method
was in use in physics before then.2 One attractive feature of
the method is its generality. Implementations of the algorithm
have been developed that exchange temperatures,1 modified
nonbonded potentials,3 the solvent contribution to the
potential energy surface,4 graininess of solute structure,5–7

other Hamiltonian features,8–10 λ values in free-energy
calculations,11 and bias potentials as used in meta-dynamics
simulations.12,13 Even pseudoexchange with a previously
generated ensemble of structures5,14 has been explored.

Techniques have been developed to optimize the distribu-
tion of the temperatures of the replicas in the conventional
algorithm15 to reduce bottlenecks in temperature exchange,
and to produce a set of replica temperatures that span a given
temperature range to yield a given average exchange prob-
ability.16 Other work to improve exchange efficiency through
the use of hybrid implicit-explicit solvent Hamiltonians
during the exchange attempts17 has been reported. There has
been much discussion of the relative efficiency of canonical
sampling of biomolecular systems using replica-exchange
and fixed-temperature equilibrium sampling.18–23 However,
there has been no discussion of the dependence of the
efficiency of the chosen replica scheme on the number of
exchanges attempted over a simulation, either for confor-
mational searching or for canonical sampling.* Corresponding author e-mail: Jill.Gready@anu.edu.au.
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There has been some discussion of the choice of period
between exchange attempts (the exchange period). Zhang
et al.19 justify their choice of period (1 ps) by observing that,
for their system, an alternative choice of 0.02 ps led to
significant reduction in the traversal of temperature space
by replicas, and that an alternative choice of 5 ps led to
results qualitatively similar to those for 1 ps. They attributed
the reduction in traversal to the reduced ability of replicas
to stabilize in their new ensemble before being considered
for exchange back to their former ensemble and recom-
mended the use of an exchange period larger than 0.02 ps.

An alternative way of expressing the thought underlying
this recommendation is that the probabilities for successive
exchange events were time-correlated because the underlying
potential energies and the configurations generating them
were also time-correlated. Successive integration steps in
molecular dynamics (MD) simulations of biomolecular
systems occur in time steps of around 1-4 fs. These lead
only to small changes in position and velocity coordinates
and, because of the nature of the mathematical functions in
the force fields, correspondingly small changes in potential
energy. It follows that the correlation of an observable such
as the potential energy with former values of itself (the
autocorrelation) will be appreciable and will decay with
increasing lengths of time between observations.

When measuring the value of an observable f such as
potential energy in an MD simulation, we would like to make
a set of Q independent (i.e., uncorrelated) measurements fi.
From these, we can form the estimator of the mean, f )
1/Q ∑i)1

Q fi. The variance of that estimator, f (the square of
the standard error), is then given by σ2(f ) ) σ2(f)/Q for σ2(f),
the variance of f. It can be shown24,25 that the variance of f
for Q correlated samples collected at intervals ∆t is given
by

σ2(f ) )
2τint,f σ

2(f)

Q∆t
(1)

for τint,f, the integrated autocorrelation time. τint,f may be
computed with

τint,f )∆t(1
2
+∑

t)1

∞ Cf (t)

Cf (0)) (2)

where Cf (t) is the autocorrelation function of f. This latter
function describes the extent to which successive measure-
ments of f are correlated in time and is defined by

Cf (t)) 〈f(τ) f(t+ τ)〉 (3)

averaging over all time origins τ. It is clear that the variance
of the estimate of f of the correlated sample is a factor of
2τint,f /∆t larger than it would be if the samples were
independent (when Cf (t) is a δ function). An alternative
interpretation of eq 1 is that there are only Q∆t/2 τint,f samples
of f that are effectively statistically independent. It follows
that the length of a molecular dynamics simulation for
measuring f should be such that Q∆t . τint,f independent
samples can be gathered. Conformational searching with
replica-exchange molecular dynamics (REMD) seems most
likely to be effective when successive exchange attempts

make measurements of the potential energy U that are
independent. Accordingly, the chosen exchange period
should be at least as large as τint,U.

There is further support for the above recommendation of
Zhang et al.19 from the findings of Periole and Mark,22 who
performed a comparative study of exchange periods of 0.1,
0.5, 2, and 5 ps in 10 ns REMD simulations over 20 replicas
of a �-heptapeptide in explicit solvent. In this study, they
observed a greater number of successful exchanges for 0.1
ps, which they attributed to an excessive correlation between
successive exchange attempts. Further, they observed a
higher frequency of “back exchange” following successful
exchanges for both 0.1 and 0.5 ps, again suggesting cor-
relation. These authors concluded that attempting replica
exchanges with periods that are this short is not helpful in
achieving the overall goal of a normal REMD simulation.
They also tried a simulation where velocities were not scaled
after successful exchanges and found that the correlation
phenomena were not strongly affected by the use of velocity
scaling. Further, they also presented results which indicated
that the relative efficiency of various replica-exchange
schemes for reaching the folding equilibrium across the
generalized ensemble was greatest when the exchange period
was large enough to prevent such correlation, but no larger.

Recent work by Sindhikara et al.26 makes the claim that
sampling efficiency in REMD simulations increases with a
decreasing exchange-attempt period, even below the mini-
mum period identified in refs 19 and 22. This claim is based
on their observations of the variation of the dihedral angle
root-mean-square deviation (rmsd) distribution of some
model peptides with the exchange-attempt period, in each
case compared with a reference REMD simulation. They use
implicit-solvent simulations and chose as their comparison
metric a 36 × 36 2D histogram of the � and ψ dihedral
angles. These were normalized, and the rmsd between the
test and reference histograms was formed and then averaged
for each residue. They did not discuss alternative metrics. It
is possible for averaging over time and residue to mask
significant variation in the distribution of dihedral angles.
However, it is not possible to assess whether the observed
variation in the values of the metric is significant, although
this could be done by demonstrating how much variation
occurs between replicates of the reference REMD simulation.
It would be of interest to see if the above claims can be
substantiated for explicit-solvent simulations or for other
metrics.

Sindhikara et al. also demonstrated that the distribution
of potential energies remains Boltzmann over the range of
exchange-attempt periods they studied. They then argued
that, because the average probability of an exchange
acceptance27,28 Pacc may be expressed as

Pacc(�1, �2))∫1 ∫2
P(U1) P(U2) min(1, e∆�∆U) dU2 dU2

(4)

and the probability distributions of potential energies P(U)
are independent of the exchange-attempt period, this implies
that the value of this integral is also necessarily independent
of the exchange-attempt period. This is not true for exchange-
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attempt periods shorter than the autocorrelation time of the
potential energy. Following a successful exchange, P(U1) and
P(U2) are correlated even though they are both samples from
correct Boltzmann distributions. That correlation will increase
with decreasing exchange-attempt period. Accordingly, there
must be a dependence of Pacc on the exchange-attempt
period, which agrees with the findings of Periole and Mark
above.22

In this work, we introduce the distinct but related concepts
of thermodynamic efficiency and mixing efficiency of a
REMD simulation. Such a simulation attains thermodynamic
efficiency when it converges the observables of the en-
sembles of interest, and mixing efficiency when each replica
has experienced the full range of replica conditions; that is,
the replica-exchange system is “well mixed”. We note that
it is quite possible to achieve either thermodynamic or mixing
efficiency without achieving the other. In a case where the
free energy surface is flat with respect to the range of
conformations accessible to replicas, the extra sampling
ability of the higher-range replicas is wasted, and thermo-
dynamic efficiency will be attained if the simulation is long
enough. Even if mixing efficiency was attained in such a
case by simulating long enough with replicas spaced closely
enough, the simulation would overall still be wasteful of
resources. In a case where the free energy surface is rugged
with respect to the range of conformations accessible to
replicas, it can be difficult to attain thermodynamic efficiency,
even if, as above, mixing efficiency is attained.

Although the existence of thermodynamic efficiency of
REMD is just as difficult to assess as ensemble convergence
in normal MD simulations, recent work by Lyman and
Zuckerman has shown some progress.29 They proposed a
method for assessing structural convergence in a knowledge-
and parameter-free way and suggested that it could be applied
to trajectories from replica-exchange simulations as they
traverse temperature space. We agree with their expectation
that, in an efficiently mixed replica-exchange simulation, the
“decorrelation time” they define would be uniform across
the replicas. They also expected that this decorrelation time
will be shorter for replica-exchange simulations than for
standard ones. In this work, we will consider the impact of
the size of the replica-exchange scheme on the decorrelation
time.

Thermodynamic and mixing efficiency both contribute to
determining the total cost of a REMD simulation. An
effective REMD simulation needs a replica scheme whose
range of conditions is sufficient for a convergence of
observables and needs to be long enough to achieve this
convergence. A REMD simulation that is both effective and
minimizes the total cost requires that the range of conditions
in the replica scheme be sufficient but not excessive,23 that
it be no longer than required for observable convergence,
and that it be long enough for good mixing to occur. Our
objective in this work is to provide guidance on assessing
the third of these requirements, that is, ensuring mixing
efficiency. Accordingly, we will introduce and compare three
metrics for assessing mixing efficiency, survey some REMD
simulations reported in the literature, make some observations
about replica-exchange periods and potential energy auto-

correlation times, and provide some practical guidelines for
future REMD simulations.

2. Methods

2.1. Measuring Mixing Efficiency of REMD Simula-
tions. As a basis for proposing three metrics for measuring
the efficiency of replica-exchange schemes, we start by
briefly reviewing replica-exchange methods. These methods
are examples of generalized ensemble schemes, in which
multiple independent simulations are carried out using
different ensembles. It is desired that each independent
simulation samples states according to some weight function
that corresponds to a thermodynamic ensemble of choice.
Periodically, exchanges of configurations between pairs of
ensembles are attempted. For the generalized ensemble to
converge to its equilibrium state, the condition of detailed
balance must be observed for such exchanges. This can be
satisfied by the use of a generalized Metropolis criterion for
exchanges where, for Boltzmann-weighted states, the prob-
ability of exchange between replicas i and i + 1 from
ensembles with temperatures and potential energies Ti, Ti+1,
Ui, and Ui+1 respectively, is

P(exchange))min{ 1, exp[( 1
kBTi

- 1
kBTi+1

)(Ui -Ui+1)]}
(5)

where kB is Boltzmann’s constant. The temperatures are
usually chosen such as to keep the average exchange
probability constant over replica space. Accordingly, and in
the absence of known bottlenecks in the free energy
surface,15 the temperatures are distributed exponentially over
a chemically relevant range.

2.1.1. Metric One. We start with the straightforward
Metric One. It is normally true that one of the extremal
ensembles of a replica-exchange scheme is the target
ensemble from which the simulation data are to be collected
(the minimum), and the other extreme is expected to have
the greatest capacity to enable the generalized ensemble to
sample the target ensemble in an efficient manner (the
maximum; e.g., Observation 3 in ref 20). We define a transit
to be the process of a replica visiting the maximum and
subsequently the minimum. A given replica scheme will only
result in an efficient computation when there are sufficient
exchange events to ensure significant probability that replicas
have undergone transit(s). Given an estimate of the average
probability of exchange occurring across replica space, it is
possible to calculate the number of exchange attempts that
are required for a given probability of at least one transit
occurring. We define the transit number of the replica scheme
to be the number of replica-exchange attempts required for
a 95% probability that at least one replica has visited the
maximum before visiting the minimum.

This transit number may be interpreted as the minimum
number of exchange attempts that is necessary in order to
begin to justify the use of that particular replica scheme. Any
simulation that attempts fewer exchanges will not be making
effective use of the replica space, and thus computing power.
We note, however, that the transit number merely establishes
a lower bound and implies nothing for the convergence of
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the ensemble, or the autocorrelation time of any observables.
In practice, in order to explore the conformational space
efficiently and thoroughly, enough exchange attempts will
be required such that multiple replicas will have the
opportunity to undergo many transits. That number of
exchange attempts will be dependent on the nature of the
generalized free energy surface. Depending on the nature of
that surface and the number of replicas, it may not be
necessary to achieve transits in order to achieve sufficient
sampling of the target ensemble. However it is necessary to
achieve transits in order to sample efficiently, because
otherwise the high-temperature replicas are not useful, and
the computational cost could be reduced by eliminating those
replicas. One might think it “fairer” to define transits as those
between a top and bottom subset of replicas, particularly in
cases where data are collected from more than the lowest-
temperature replica, or where the higher temperatures are
known to be excessive. Because all replicas that reach an
extremum have done so after entering the subset for that
extremum, such a replica system will have an effective transit
number identical with that of a smaller system with single-
replica subsets at the extrema.

It is straightforward to model the time evolution of a
replica scheme with M replicas with average exchange
probability p. The “odd” pairs of replicas are the pairs (1, 2),
(3, 4),..., (2n+1, 2n + 2) for 0 e n e 1/2(M - 2), and the
“even” pairs are (2, 3), (4, 5),..., (2n, 2n + 1) for 0 e n e
1/2(M - 1), where the integers indicate the index of the
ensemble within the ordered set. In line with the implemen-
tation of the REMD method in the molecular simulation
package GROMACS,30–32 we limit our study to a scheme
where only the odd pairs may exchange at one attempt, and
only the even pairs at the next, alternating indefinitely. There
are alternatives here, such as permitting exchange attempts
between all neighboring replicas, or all possible replicas. If
an exchange attempt was made between replicas i and i + 1
and a further attempt was made at that time between i + 1
and i + 2, then the probabilities for all of these exchanges
would depend on the energy of all three replicas. Exchange
between i and i + 2 would be much more unlikely than
between neighboring pairs, however. Considering more than
neighboring pairs thus increases the complexity of the
computation at each exchange attempt for very few extra
successful exchanges. In a practical REMD simulation, this
increase in complexity would increase the length of time
spent by the parallel computing system testing for exchanges
(from M sends and receives of single messages, to 2M or
M2), with a corresponding decrease in efficiency of the whole
calculation.

So, when developing a model of a REMD simulation, we
can assign each replica to an ensemble, and note that after
each exchange attempt, on average, each replica will be in
the same ensemble with probability 1 - p and at its exchange
partner’s ensemble with probability p. After further ex-
changes, the distribution of all of the replicas across the
generalized ensemble is known probabilistically. In order to
study the transit number as a function of M and p, it is not
necessary to track the evolution of the probability distribution
of each of the M replicas. It suffices to “mark” all of the

probability density at the maximum after each exchange
attempt and to track only the amount of marked and
unmarked density present in each ensemble. Likewise, on
reaching the minimum, any marking of probability density
is removed, so that it is able to return to the maximum
unmarked and transit again (however, it is unlikely that such
density will affect the transit number because the simulation
will likely be too short to permit this). It should be clear
that the origin of any probability density is not of concern
for measuring mixing efficiency. Neither is it of concern
whether the pathway from the maximum to the minimum
was direct or meandering, fast or slow; only whether it has
been to the maximum before reaching the minimum matters.
A running total of the amount of density from which marking
was removed can be kept, and the transit number can then
be calculated.

A C++ program was written to implement the above
algorithm. An initial density of 1 was assigned to each
ensemble, and the transit number was observed after at least
0.95 density had been unmarked. The transit number was
found for a range of average exchange probabilities and
replica-scheme sizes. The results are plotted in Figure 1a.

Figure 1. Illustrations of metrics (a) one, (b) two, and (c)
three. These show either transit numbers or the number of
exchange attempts required for convergence of the indicated
simulated replica-scheme sizes and average exchange prob-
abilities. For c, the mean number of exchange attempts
required to achieve convergence of the observed replica
distribution is shown, and for each datum, at least 1000
iterations were performed, so that in all cases the standard
error of the sample mean was less than 1% of the sample
mean. Thus, the error bars on these data are insignificant on
the scale of the ordinate axis and are not shown. All axes are
logarithmic.
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The gradients of the lines on the log-log plot of Figure
1a clearly indicate the inverse proportionality between
average exchange probability and transit number over a
common range of probabilities and numbers of replicas. The
spacing between the lines indicates that the transit number
increases sublinearly with the number of replicas also (data
not shown). Together, these trends illustrate that the mini-
mum length of a simulation with an efficient replica-
exchange scheme increases with the number of replicas and
in roughly inverse proportion with the exchange probability.

It would be possible to calculate the number of exchange
attempts necessary for a given probability of a number of
transits occurring. Because multiple transits by different
replicas can overlap in time, this will not be a simple function
of the transit number. It is not clear how many transits
indicate an efficient replica-exchange scheme.

We note also that the above is only a satisfactory model
of an efficient REMD simulation when the latter achieves
independence of replica-exchange events by simulating for
a sufficiently long period between exchange attempts.

2.1.2. Metric Two. A second metric to test for efficient
conduct of a REMD simulation can be derived from the
expectation that, in the limit of a large number of exchange
attempts, the probability that a replica in ensemble
i ∈{1,..., M} began the simulation in any ensemble
j ∈{1,..., M} approaches 1/M. This convergence can again
be studied in a simulation. We define the replica prob-
ability matrix p(k) as the matrix whose p(k)ij elements are
the probabilities that, after k exchange attempts, the replica
in ensemble i began the simulation in ensemble j. p(0)ij

is a diagonal matrix with unity on the leading diagonal,
and in the limit of large k, all elements approach 1/M.

A second C++ program was written to characterize this
behavior. The criterion for assessing convergence after k
exchange attempts over M replicas was the rmsd of p(k) from
its limiting value. This value is initially √(M-1)/M and
approaches zero as the replica system mixes. The conver-
gence criterion was defined as

� 1

M2∑
i)1

M

∑
j)1

M

(
1
M

- p(k)ij)
2 < 10-3 (6)

The number of exchange attempts necessary to achieve
this convergence for a range of probabilities and replica-
scheme sizes is shown in Figure 1b. Note again that the
number of exchange attempts required to converge the replica
probability matrix does not ensure that all replicas will have
been exposed to all ensembles equally; it merely sets a lower
bound below which reasonably equal exposure cannot have
occurred.

The same kind of proportionality as for Metric One is
evident, with the number of steps for convergence inversely
proportional to average exchange probability.

The arbitrary nature of the convergence criteria chosen in
constructing the plots in Figure 1a and b means that the actual
number of exchange attempts on the ordinate axes is not
significant. The value of these plots is in making clear how
the effectiveness of the replica-exchange scheme depends
on the number of replicas and the average exchange
probability.

2.1.3. Metric Three. We carried out one further simulation
of a replica-exchange process. This study followed the
progress of the replicas and recorded the number of exchange
attempts needed to converge the observed frequency of each
replica in each ensemble to 1/M. The criterion for assessing
convergence after k exchange attempts over M replicas was
the approach of the rmsd to zero, namely

� 1

M2∑
i)1

M

∑
j)1

M

(
1
M

- f(k)ij)
2 < 10-3 (7)

where f(k)ij is the observed relative frequency with which
the replica that began the simulation in ensemble i is in
ensemble j after k exchange attempts. The number of
exchange attempts required for convergence over a number
of iterations was noted, and the mean and standard error of
this sample were calculated for a range of exchange
probabilities and sizes of replica schemes, as shown in Figure
1c. This plot again shows that the number of exchange
attempts required increases inversely with the average ex-
change probability. However, in this model of replica
exchange, there is very little dependence on the number of
replicas; the reasons for this are not clear.

2.2. MD Protocol for Measuring Potential Energy
Autocorrelation Time. The 357-atom, 23-residue N-terminal
fragment of the N-terminal H4 histone tail studied by Lins
and Rothlisberger33 was solvated in a cubic box of normal
TIP3P34 water of side length 5.9 nm with nine chloride ions
to neutralize the total charge. The all-atom CHARMM22
forcefield35 in GROMACS 3.3.130–32 was used to model the
peptide, with smooth particle-mesh Ewald (PME)36 treatment
of long-range electrostatics in an NpT ensemble. Berendsen
coupling37 to independent thermal baths was used for solute
and nonsolute groups, both with a time constant of 0.5 ps,
and the Berendsen algorithm was also used for pressure
coupling with a time constant of 1 ps. SETTLE38 and
LINCS39 were used to constrain all bond lengths in the
solvent and solute, respectively. The system was equilibrated
for 10 ps in NVT with position restraints and then for 50 ps
in NpT, beginning from a canonical R helix. The length of
the NpT production simulation was 20 ns. In the PME
algorithm, the real-space summation was cut off at 1.0 nm,
and the Ewald parameter was chosen to bound the error in
the real-space summation such that erfc(�r)/r < 10-5 for r
greater than the above cutoff. In the reciprocal-space
approximation, the �-spline interpolation order was 6, and a
Fourier grid spacing of 0.10 nm was used. van der Waals
interactions were modeled with a 6,12 Lennard-Jones
potential truncated at a maximum interaction length of 1.2
nm, with a long-range dispersion correction applied.

3. Analysis of Efficiency of REMD
Simulations Reported in the Literature

We performed a thorough survey of published temperature
REMD simulations on protein or peptide systems using
explicit solvent models. Although all authors reported the
number of replicas, temperature range, and simulation length,
there was wide variation in the reporting of the expected
and observed ranges of the frequency of successful exchange
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attempts. Several authors made no mention at all of these
latter values, which makes it extremely difficult to assess
whether the use of the particular REMD protocol was
justified. Some authors neglected to record either the number
of exchange attempts or the period between them. For those
who did report these quantities, their values fell into ranges
of 400-500 000 and 0.01-5 ps, respectively. A significant
number of authors did not report the frequency with which
they collected data from the simulation for their analyses;
however, this is not necessarily pertinent to the validity of
their conclusions.

In the following sections, we discuss several aspects of
this survey. We propose and test a method for estimating
the average exchange probability where the authors did not
report it. We then use this method to increase the size of
our data set for a comparison of published simulations, using
Metric One to indicate the extent to which these simulations
achieved mixing efficiency.

3.1. Estimating Average Exchange Probabilities. Al-
though we wanted to study the number of exchange attempts
used in reported REMD simulations as a function of the
number of replicas and the average exchange probability,
we were hampered by the shortage of published data with a
complete description. Consequently, we then aimed to extend
the size of this data set available in the literature, by testing
a method of estimating the average exchange probability to
use in cases where that value was not given. It is possible to
estimate the frequency of exchanges in the following way,40

by using properties of the molecular system and the reported
temperature range. From the equipartition theorem, we can
approximate

Ui )Ui+1Ndf
c
2

kB(Ti - Ti+1) (8)

where Ndf is the number of degrees of freedom for the system,
and c is 2 for protein-water systems.40 If replica tempera-
tures are distributed approximately exponentially (as is
commonly the case in REMD simulations), so that successive
temperatures have a constant ratio 1 + ε, that is, Ti+1 ) (1
+ ε)Ti, then from the definition of the replica-exchange
probability in eq 5 we have

P(exchange))min(1, exp[- ε2Ndf

1+ ε]) (9)

In order to test the above estimation process, a data set of
33 simulations from 21 papers18,41–60 from 2001 was
selected, representing cases where the authors reported either
expected or observed exchange probabilities and enough
descriptive data to generate an a priori estimate of the
exchange probabilities. The value of ε, where not reported,
was inferred from the reported number of replicas and
temperature range, under the supposition that the tempera-
tures were distributed exponentially. The number of degrees
of freedom of a condensed-phase system is significantly
lower than the familiar 3N - 6 used in single-molecule
analyses. Many degrees are correlated, and some are
eliminated methodologically, such as by the use of bond
constraint algorithms. Not all authors reported their use of
bond constraints in either the solute or solvent parts of their

systems. The assumption of constraints on all bonds implies
the approximation of Ndf ≈ 2Natoms, which leads to poor
correlation between reported and estimated exchange prob-
abilities for the same simulation. Approximating Ndf ≈ Natoms

led to a better correlation, as shown in Figure 2. This
demonstrates some qualitative predictive value for this crude
approximation. Hence, we used it to generate estimates of
the average exchange probability in cases where the authors
had not specified the information.

3.2. Comparison of Mixing Efficiency of Simulations
from the Literature. A second, intersecting data set of 41
simulations from 23 papers22,41–54,56–59,61–64 was constructed,
for which the authors had reported the exchange attempt
frequency, the exchange period, and either the expected or
observed exchange probability, or a sufficient atomic de-
scription to estimate that probability using eq 9. For these
simulations, the reported number of exchange attempts and
the exchange period were plotted in Figure 3 against the
average expected, observed, or estimated exchange prob-
ability, and the transit number lines from Figure 1a are shown
for reference.

It is desirable for a simulation to have an exchange attempt
period that is long enough to ensure uncorrelated exchanges,
and for that simulation to attempt sufficient exchanges for
exploration of the replica space to take place, that is, to mix
efficiently. By our construction in section 2.1.1, the transit
number is a lower bound below which a simulation cannot
be considered efficient from a computational point of view.
It is clear from Figure 3b that all of the simulations used
sufficient exchange attempts to exceed the transit number
for their exchange probability and number of replicas.
However, with one exception, all simulations were within 2
orders of magnitude above the transit number. We contend

Figure 2. Comparison of estimated and reported average
exchange probabilities. Reported replica-exchange prob-
abilities for simulations described in refs 18, 41–60 are
compared a priori with our estimates based on eq 9. Cases
where the source reported only the replica-exchange prob-
abilities expected by the authors in constructing the replica-
exchange scheme are shown in blue, and those where the
observed probabilities were reported are shown in red. Cases
where the source reported a range of probabilities are
indicated with a vertical bar, but those where the source only
reported an average probability are plotted with a single point.
The black line indicates perfect correlation. A version of this
figure with the sources of the data points labeled is given in
the Supporting Information.
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that many transits are necessary to achieve mixing efficiency,
and that this requires a simulation to exceed the transit
number by a considerable degree. Accordingly, we recom-
mend that a simulation exceed the transit number by at least
2 orders of magnitude.

Figure 3a illustrates that some simulations exceeded the
transit number, but they did so with a questionably short
exchange attempt period, as mentioned earlier and discussed
further below. Of interest was the group of simulations with
an average exchange probability of 0.1 using 24 replicas,
which were all from the comparative study of Periole and
Mark discussed earlier.22 The data with high numbers of
exchange attempts had correspondingly low exchange periods
(labeled A in Figure 3), and vice-versa (labeled B in Figure
3). Thus, the appearance in these simulations of either a
suitably long exchange attempt period in Figure 3a or high
number of exchange attempts in Figure 3b is offset by a
deficit in the other quantity, and none approaches the quality
of the exceptional simulation.52

That exceptional simulation52 mentioned above had an
average exchange probability of 0.04, a number of exchange

attempts of 230 000, and an exchange period of 2 ps. We
believe that the other 40 simulations studied here used a
number of exchange attempts that was too few to make
effective use of their entire replica space, or they did so with
a questionably low exchange-attempt period. Consequently,
these simulations did not mix efficiently, even if they
achieved thermodynamic efficiency by sampling the en-
sembles in a way suitable for the observables needed for
their conclusions.

Some authors provided plots of the random walks in
temperature space taken by one or several of their replicas
as an indication that the replica-exchange method was
working properly. Although helpful, we suggest these should
be accompanied by a report of (say) the number of transits
for the generalized ensemble. This could be sobering,
particularly in cases where “random walk plots” reveal only
one or two transits per replica.

The scaling behavior we have demonstrated for our metrics
shows that the simulation length required for mixing ef-
ficiency increases with the number of replicas. This has
implications for the decorrelation time of Lyman and
Zuckerman29 referred to earlier. The simulation length
required for convergence of the individual replica trajectory
decorrelation times will increase as the number of replicas
increases. The value to which the decorrelation times
converge can only decrease, however. Thus, we anticipate
the existence of a negative correlation between our a priori
transit number and their a posteriori decorrelation time. It
would be interesting to test for this correlation by undertaking
some REMD simulations on suitable model peptides. Various
authors have observed the tendency of REMD simulations
on peptides to predict an unphysical flattening of melting
curves;44,52 a method to address this issue partially exists.65

Inadequate mixing of replicas could contribute to this effect.
We propose that a suitable adaptation of this “decorrelation
time” method evaluated at constant temperature, despite the
discontinuities, might prove to be a useful indicator of per-
replica-temperature thermodynamic convergence.

Finally, we need to reiterate that the data underlying Figure
1a-c were all generated on the assumption that each
exchange attempt was statistically independent from all other
attempts. This will only be true in a real REMD simulation
if the period of simulation time between exchange attempts
is greater than the autocorrelation time of the potential energy
of the system. This is almost certainly not true for some of
the shorter exchange periods for the peptide systems in our
sample literature data set, illustrated in Figure 3a. If it were
true, then sufficient configurational sampling would likely
be occurring at the minimum, and in such cases, application
of the replica-exchange method would not be useful. As no
data are available to calculate such autocorrelation times,
we cannot comment further on the data in Figure 3, except
to observe that, for a system where the exchange probabilities
are correlated between successive exchanges, the number of
exchange attempts required to exceed the transit number will
be higher than that for the uncorrelated case. Thus, the
general trend, where the number of exchange attempts
reported by these authors is possibly too few to justify the
number of replicas (and, thus, the temperature space spanned),

Figure 3. Comparison of replica scheme parameters from
the literature. The (a) exchange period and (b) number of
exchange attempts, reported in refs 22, 41–54, 56–59, 61–64,
are plotted as a function of the average exchange probability
(reported or estimated) and number of replicas (indicated by
different symbols). Also superposed in b are some of the
transit number lines from Figure 1a, indicatively labeled by
replica number. The exchange attempt data are grouped
according to the number of replicas in the simulation, in
subranges of width 8. The corresponding transit number line
has the same color for comparison. All axes are logarithmic.
A version of b with the sources of the data points labeled is
given in the Supporting Information.
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is likely to be even worse than it appears in Figure 3. We
explore the behavior of the autocorrelation of potential energy
further in the next section.

3.3. Estimation of Potential Energy Autocorrelation
Time. To investigate further the interpretation of Periole and
Mark22 of the possible impact of correlation on the mixing
efficiency of simulations, as discussed in the Introduction
and above, we performed a MD simulation without replica
exchange to estimate the autocorrelation time of the potential
energy. The system studied was a 23-residue, 357-atom
N-terminal fragment of the N-terminal H4 histone tail used
in the comparative analysis of electrostatic treatments by Lins
and Rothlisberger.33 Over the 20 ns simulation, the initial
helix unfolded progressively from the N-terminal end,
retaining a helix turn at the C-terminal end. This is in
qualitative agreement with the findings of Lins and Roth-
lisberger (see Figure 2C of ref 33) for this peptide under
PME electrostatics.

The potential energy U of this system was recorded at ∆t
) 0.01 ps intervals, and the autocorrelation function CU(t)
was found over the time range {0... P∆t} from a simulation
fragment of length Q∆t (with P e Q/2) using

CU(j∆t)) 1
P ∑

i)0

Q-1-P

U(i∆t) U[(i+ j)∆t] (10)

Although other algorithms for computing an autocorrelation
function exist,40 this one has the virtue that the same number
of simulation observations (P) contribute to each point of
the function, and so the expectation of statistical error is
consistent along its length. The 20 ns simulation was broken
into 10 disjointed 2 ns fragments, and a 1 ns autocorrelation
was derived for each (thus Q ) 2 × 105 and P ) 105 for
each). At large times, the exponential decay of CU(t) is
swamped by the constant noise from the simulation. This is
clearly seen in Figure 4, which plots the product of ∆t and
the cumulative sum of CU(t) against t.

Determining an integrated autocorrelation time can be
difficult because the variance of the truncated-series estimator
of τint,f from eq 2 diverges as t f ∞ because of the
aforementioned noisy behavior of Cf(t) at large t. Thus, the

series needs to be truncated before this noise dominates.
Averaging over the 10 2 ns autocorrelation functions
produced above, and applying eq 2 with time truncated at
10 ps, we find τint,u ) 0.47 ps. Our choice of 10 ps is justified
by the curves in Figure 4, which suggests that noise is
dominant at or about this time. Further, we note that the value
of CU(t) first becomes negative (indicating dominance of
noise) at 9.96 ps and 11.96 ps, respectively, for the 10 ns
autocorrelation and the average over 10 2 ns autocorrelation
functions. This noise could be reduced by extending the
length of the autocorrelation; this is confirmed by the plot
based on a 10 ns autocorrelation, which is dotted in Figure
4. However, the present results are sufficient for the purpose
of indicating the size of the integrated autocorrelation time
of the potential energy.

Thus, we conclude that successive measurements of U for
such peptide-in-water systems are not independent unless at
least around 0.5 ps has passed. This agrees with the findings
of Zhang et al.19 and Periole and Mark22 that an exchange
period under 1 ps is too short for the replica-exchange
attempts to be regarded as independent. As may be seen in
Figure 3a, there are several published studies performed on
simulations that have strong similarities to the one studied
here, for which the replica-exchange periods are below 1
ps. At the very least, these replica schemes did not achieve
the mixing efficiency indicated by the number of exchanges
they attempted.

4. How-To Guide for REMD with Suitable
Mixing Efficiency

On the basis of our analyses and observations, we have
developed a general strategy guide for designing REMD
simulations so as to ensure a demonstrable level of mixing
efficiency. This is described below.

1. Choose the simulation system and parameters to arrive
at a full description, including the thermodynamic ensemble,
solvent model, ionic concentration, and periodic box size.

2. Having judged the nature of the expected free energy
surface, choose a range of temperatures over which to
distribute replicas that is sufficient to permit replicas to cross
the relevant activation barriers, and not greatly excessive.23

3. Given a number of available processors, either distribute
a given number of replicas over the temperature range either
exponentially or according to some algorithm to deal with
generalized free energy surface bottlenecks,15 and either
estimate or test for the average exchange probability, or,
given a desired average exchange probability, find a distribu-
tion of replicas that achieves this, either empirically or using
an algorithm16 as implemented at http://folding.bmc.uu.se/
remd/index.php.

4. Calculate or estimate the potential energy autocorrelation
time of the system at the temperature(s) of interest, and
choose an exchange period at least this long. As a general
rule for all-atom simulations of peptides in explicit solvents,
we recommend no smaller than 1 ps.

5. Given the average exchange probability and the number
of replicas, look up the transit number in Figure 1a, and
choose a number of exchange attempts considerably larger

Figure 4. Behavior of potential energy autocorrelation func-
tions. The product of the sampling interval ∆t and the
cumulative sum of the potential energy autocorrelation time
CU(t) is plotted against time t for 0-20 ps. Plots for 1 ns
autocorrelation functions based on 10 disjointed 2 ns frag-
ments are shown in color, and the sum for the 10 ns
autocorrelation function based on the whole 20 ns simulation
is shown as a dotted line.
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than this. Together with the exchange period, this determines
the minimum simulation length for mixing efficiency.

If the above scheme leads to a simulation cost that is too
great for the available resources, then reducing the size of
the replica range is the simplest way to reduce both the
number of replicas and the length of the simulation. The
impact of such a reduction on the thermodynamic efficiency
of the method will normally be difficult to judge a priori.

5. Conclusion

In summary, from the literature survey we conducted for
this work, it is clear that authors are not routinely reporting
information necessary for readers to assess the quality of
the data underlying the analysis. The expected or observed
replica-exchange probability, together with the total number
of exchange attempts, the exchange period, and the estimates
of the autocorrelation time of the potential energy should
be given. We have provided a step-by-step guide to help in
constructing protocols for REMD simulations that can mix
efficiently. Two key recommendations are that the exchange
period should not be smaller than about 1 ps and the number
of exchange attempts should be chosen to significantly
exceed the transit number for the replica-exchange scheme.

Replica-exchange methods offer great promise for improv-
ing the ability of computational chemists to sample thermo-
dynamic ensembles of protein and peptide systems with
efficiency. After a slow start in the literature, their recent
implementation in common MD simulation programs has
made them easily accessible, and they have become a popular
method to improve sampling efficiency. However, the lesson
of our work is that it is necessary to use these methods in a
thoughtful and measured fashion in order to ensure that the
desired increase in sampling is actually realized with mixing
efficiency, and to properly report the simulation details.
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Abstract: The dehalogenation reaction of haloalcohol dehalogenase HheC from Agrobacterium
radiobacter AD1 was investigated theoretically using hybrid density functional theory methods.
HheC catalyzes the enantioselective conversion of halohydrins into their corresponding epoxides.
The reaction is proposed to be mediated by a catalytic Ser132-Tyr145-Arg149 triad, and a
distinct halide binding site is suggested to facilitate halide displacement by stabilizing the free
ion. We investigated the HheC-mediated dehalogenation of (R)-2-chloro-1-phenylethanol using
three quantum chemical models of various sizes. The calculated barriers and reaction energies
give support to the suggested reaction mechanism. The dehalogenation occurs in a single
concerted step, in which Tyr145 abstracts a proton from the halohydrin substrate and the
substrate oxyanion displaces the chloride ion, forming the epoxide. Characterization of
the involved stationary points is provided. Furthermore, by using three different models of the
halide binding site, we are able to assess the adopted modeling methodology.

I. Introduction
Haloalcohol dehalogenases (also known as halohydrin de-
halogenases, halohydrin epoxidases, or hydrogen-halide
lyases) are microbial enzymes that catalyze the reversible
dehalogenation of vicinal haloalcohols, thereby forming the
corresponding epoxides (Scheme 1). Haloalcohol dehaloge-
nase activity has been identified in multiple microbial
sources, including Corynebacterium sp.,1 Arthrobacter sp.,2,3

Agrobacterium radiobacter,3 and Mycobacterium sp.3 During
recent years, haloalcohol dehalogenases have acquired
increasing interest. It has been realized that they are of
importance for the degradation of various halogenated
environmental pollutants.4 In addition, they have received
recognition as promising biocatalysts that can be used for
the kinetic resolution of epoxides and halohydrins, and for
the preparation of various substituted alcohols.5 Haloalcohol
dehalogenases have broad substrate specificities, and in
addition to the dehalogenation reaction, they are also able
to catalyze the irreversible ring-opening of epoxides with
the nonhalide nucleophiles NO2

-, CN-, and N3
-.5–11

Sequence alignments suggested that the haloalcohol de-
halogenases are structurally and mechanistically similar to

the family of short-chain dehydrogenases/reductases (SDRs).3

SDRs exhibit a conserved catalytic Ser-Tyr-Lys/(Arg) triad
that also can be identified in haloalcohol dehalogenases.3

However, the reactions catalyzed by the two families are
very different. SDRs catalyze NAD(P)H-dependent oxidation
and reduction reactions, while the haloalcohol dehalogenases
catalyze a cofactor-independent dehalogenation reaction.

Determination of the crystal structure of the haloalcohol
dehalogenase HheC from Agrobacterium radiobacter AD1
confirmed structural similarities to the SDRs.12 However,
instead of the NAD(P)H binding site found in SDRs, the
structure of HheC revealed a distinct halide binding site.12

The putative catalytic triad, Ser132-Ty145-Arg149, is
positioned above the halide binding site (Figure 1). This
supports the proposed mechanism shown in Scheme 2.3,12

Tyr145 is proposed to be the catalytic base that abstracts a
proton from the halohydrin substrate. The substrate oxyanion* Corresponding author e-mail: himo@theochem.kth.se.

Scheme 1. Haloalcohol Dehalogenase Reaction
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then displaces the chloride ion through an intramolecular SN2
reaction. Arg149 is suggested to activate Tyr145 by abstract-
ing a proton. Ser132 seems to be of importance for binding
of the substrate as well as for stabilization of the emerging
oxyanion.3,12 Also, the conserved residue Asp80 has been
shown to be of importance for the activity of HheC,12 as its
backbone carbonyl interacts with Arg149 and might be
important for its positioning. Additionally, the Asp80 car-
boxyl side chain is proposed to be involved in a proton
transfer pathway, which removes excess protons from the
active site.12 The displaced chloride ion is stabilized through
interactions in the halide binding site. The crystal structures
of HheC in complex with either bromide or chloride reveal
several distinct interactions that seem to stabilize the free
halide.12 These include hydrogen-bonding interactions with
the backbone amides of Tyr177 and Leu178, as well as with
an ordered water molecule. Other residues suggested to be
important for the formation of the halide binding site are
Phe12, Pro175, Asn176, Phe186, and Tyr187 (Figure 1).12

It is today a quite common procedure to use relatively
small models of enzyme active sites and apply quantum
chemical methods to study their reaction mechanisms.13 In
this approach, the rest of the enzyme is usually treated using
a homogeneous polarizable medium with some assumed
dielectric constant. Density functional theory (DFT), and in
particular the B3LYP functional,14 has become the method
of choice in this kind of study. It has been shown in many
examples that the calculated energies often are sufficient to
verify or rule out a suggested reaction mechanism, and in
general, the experience has been that a well-chosen quantum
model is able reproduce the chemistry taking place at an
enzyme active site to such a high degree that it can provide
detailed insight into mechanisms and selectivities.15

In the present study, we use this approach to examine the
reversible dehalogenation reaction of the haloalcohol deha-
logenase HheC. The transformation of (R)-2-chloro-1-phe-
nylethanol to yield the epoxide (R)-styrene oxide (RSO) is
studied with HheC active site models of different sizes. In
similar studies, we have previously investigated the reaction
mechanisms of two epoxide-hydrolyzing enzymes, namely,

limonene epoxide hydrolase16 and soluble epoxide hydro-
lase.17 These investigations have established the adequacy
of this approach to study mechanisms of this kind. However,
the current HheC case presents an additional challenge in
that a free halide ion is released at the active site. It is not
a priori evident that a relatively small quantum chemical
active site model, in conjunction with implicit solvation
models, will be sufficient to describe the energetics of this
system correctly. Previous calculations on other enzymatic
dehalogenation reactions have generally employed molecular
dynamics, quantum mechanics/molecular mechanics (QM/
MM), or semiempirical methods.18 We chose instead to study
the reaction of HheC with the more accurate B3LYP method.
This, however, puts some limitations on the size of the
models that can be employed. Here, we have constructed
and compared three different models of the HheC active site.
The aim of the study is to shed more light on the dehalo-
genation reaction mechanism of HheC and also to assess the
applicability of the adopted methodology.

II. Computational Details

All calculations were performed using the hybrid density
functional theory method B3LYP,14 as implemented in
Gaussian 03.19 Geometries were optimized with the 6-31G(d,p)
basis set. On the basis of these geometries, more accurate
energies were calculated by performing single-point calcula-
tions using the 6-311+G(2d,2p) basis set. Basis set super-
position errors were not explicitly considered in this study.

For Model A (see below), zero-point vibrational (ZPV)
energies were calculated by performing frequency calcula-
tions on the optimized structures at the same level as
optimizations. The size of Models B and C (see below) did
not permit the calculation of frequencies. Instead, the ZPV
effects were transferred from Model A. The solvation
corrections were calculated at the same level of theory as
optimizations by performing single-point calculations using
the conductor-like polarizable continuum model (CPCM).20

The energies presented here are the large basis set energies
corrected for ZPV effects.

To preserve the overall spatial conformation of the models,
the truncation points of residues included in the active site
models were kept fixed to their X-ray positions during the
geometry optimizations. This procedure gives rise to a
number of small imaginary frequencies, typically around
eight of them, all below 70i cm-1. These frequencies do not
contribute significantly to the zero-point energies and can
thus be tolerated. However, they render the calculated
harmonic entropy contributions unreliable. Thus, the reported
energies here correspond to the enthalpies only.

III. Results and Discussion

III.a. Model A. We first devised a model of the HheC
active site consisting of 83 atoms (called Model A). It was
built on the basis of the crystal structure of HheC in complex
with (R)-styrene oxide and chloride (PDB: 1PWZ; 2.50Å
resolution).12 The model contains parts of the side chains of
the suggested Arg149-Tyr145-Ser132 catalytic triad and
the backbone carbonyl of Asp80, which interacts with

Figure 1. Active site of HheC (from the X-ray crystal structure
of HheC in complex with (R)-styrene oxide and chloride, PDB:
1PWZ).12 The chloride ion is shown in ball representation.
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Arg149. A very small model of the halide binding site was
used, consisting of the backbone of Leu178, parts of Phe186,
and the crystallographically observed water molecule (Figure
2). As a substrate, we used (R)-2-chloro-1-phenyl-ethanol
(RCPE). The dehalogenation of RCPE results in the forma-
tion of RSO and free chloride, corresponding to the complex
observed in the 1PWZ X-ray crystal structure of HheC.12

As suggested from the proposed mechanism (Scheme 2),
Arg149 and Tyr145 were modeled in their neutral forms.
However, calculations showed that a more stable structure
would be obtained if the two residues instead were modeled
as protonated Arg149 and deprotonated Tyr145
(Arg+-Tyr-). For Model A, the charge-separated reactant
was calculated to be 3.0 kcal/mol (using ε ) 4) lower in
energy than the reactant with a neutral Arg-Tyr pair and
was thus taken as the starting point for our investigation of
the dehalogenation reaction. It can be noted in this context
that the optimum pH of HheC for the dehalogenation reaction
is between pH 8 and 9.12 This is in line with a scenario in
which a protonated Arg149 residue stabilizes an anionic
Tyr145. In contrast, the reverse epoxide-opening reaction of
HheC has a pH optimum of around 4-5,12 indicating that
both residues would be protonated in this case, allowing
Tyr145 to function as a catalytic acid instead.

In the optimized reactant structure of Model A with RCPE
(Figure 2B), the hydroxyl group of the substrate interacts
with Tyr145 and Ser132. The chloro substituent is hydrogen-
bonded to the amide backbone of Leu178 and to the water
molecule.

Starting from this structure, we have located the transition
state for the dechlorination reaction (shown in Figure 2C).
The reaction turns out to occur in one single concerted step
in which the alcohol proton is transferred to the phenolate
of Tyr145, the alcohol oxygen performs a nucleophilic attack
at the vicinal carbon, and the chlorine is displaced. Important
optimized bond distances are displayed in Figure 2C. The
O-C distance is 1.80 Å, and the C-Cl distance is 2.51Å.
The alcohol proton is 1.04 Å from Tyr145 and 1.42 Å from
the substrate oxygen. The hydrogen bond between Ser132
and the substrate oxygen is only slightly shorter than in the
reactant structure. The hydrogen bonds from water and the
Leu178 amide to the chloride are shortened significantly,
from 3.44 and 4.25 Å, respectively, in the reactant to 3.20

and 3.63 Å at the transition state (hydrogen-bond length
refers here to the distance from donor to acceptor atom).

In the product state with (R)-styrene oxide, the proton from
the substrate has been fully transferred to Tyr145 (Figure
2D). The chloride ion remains hydrogen-bonded to water
and the amide nitrogen. The lengths of the two hydrogen
bonds have shortened further to 3.13 and 3.25 Å, respectively.

Without the inclusion of solvation effects, the calculated
barrier for this reaction is 23.0 kcal/mol and the reaction
energy is +17.5 kcal/mol (Table 1). From Figure 2C and D,
it is seen that, despite the two hydrogen bonds, the chlorine
ion appears quite exposed in the transition state and product
structure of Model A. This suggests that the inclusion of
solvation will have pronounced effects on the calculated
energetics.

To account for the parts that are not explicitly included in
the model, we have, as a first approximation, assumed that
the surrounding is a homogeneous polarizable medium. This
approximation has been used frequently in combination with
quantum chemical active site models.13,15 The solvation
energies were computed using the CPCM method20 on the
optimized geometries. The choice of the dielectric constant
is somewhat arbitrary, but the value ε ) 4 is frequently used
in similar studies. In the present study, we chose to compare
five different dielectric constants (ε ) 2, 4, 8, 16, and 80) to
investigate the influence of the choice on the energetics. The
calculated energies are presented in Table 1. As expected,
solvation effects lower the energies of both the transition
state and the product structures compared to the reactant.
The barrier decreases from 23.0 kcal/mol without solvation
to 15.0 and 12.2 kcal/mol using ε ) 4 and ε ) 80,
respectively. The effect on the reaction energy is even more
pronounced, resulting in a decrease from +17.5 kcal/mol
without solvation to +3.4 and -1.2 kcal/mol using ε ) 4
and ε ) 80, respectively.

The experimentally determined rate constant for the
HheC-catalyzed dehalogenation of RCPE is 48.5 s-1.3

Using classical transition state theory, this rate can be
converted to a barrier of ca. 15 kcal/mol. It has been shown
that halide release is rate-limiting in HheC.21 It can thus
be concluded that the barrier for the chemical step should
be equal to or less than 15 kcal/mol. In addition, it has
been shown experimentally that the equilibrium of HheC

Scheme 2. Proposed Dehalogenation Mechanism of HheC3,12
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with styrene oxides and chloride is toward epoxide
formation.7 When (R)-p-nitrostyrene oxide and NaCl were
used, the equilibrium constant Keq ) [NaCl] × [epoxide]/
[chloroalcohol] was measured to be 40 mM.7 From this,
it can be concluded that the reaction should be exothermic.

A similar conclusion can be reached considering the fact
that HheC was successfully cocrystallized with RSO and
chloride,12 indicating that the enzyme-bound product state
is energetically more favorable than the reactant state with
the haloalcohol bound.

Figure 2. Optimized geometries for the formation of (R)-styrene oxide (RSO) from (R)-2-chloro-1-phenyl-ethanol (RCPE) in
HheC active site Model A. (A) Schematic representation of the model. (B) Reactant geometry. (C) Transition state. (D) Product
geometry. Distances are in ångstroms. Asterisks indicate atoms that are kept fixed to their crystallographically observed positions
in calculations.

Table 1. Summary of the Calculated Energetics (kcal/mol) for the HheC-Catalyzed Transformation of RCPE to RSO

Model A (83 atoms) Model B (112 atoms) Model C (161 atoms)

barrier reaction energy barrier reaction energy barrier reaction energy

no solvation 23.0 +17.5 17.9 +14.1 18.2 +5.5
ε ) 2 17.8 +8.2 15.8 +8.3 17.7 +4.9
ε ) 4 15.0 +3.4 14.6 +5.2 17.4 +4.5
ε ) 8 13.5 +1.0 14.0 +3.6 17.1 +4.3
ε ) 16 12.8 -0.3 13.7 +2.8 17.0 +4.2
ε ) 80 12.2 -1.2 13.5 +2.2 17.0 +4.2
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Our analysis shows that Model A fails to reproduce the
experimental values without the inclusion of solvation effects,
due to its insufficient description of the halide binding site.
The gas-phase barrier is about 8 kcal/mol above the
experimental value, while the reaction energy indicates that
formation of the epoxide is highly endothermic, in contrast
with experimental findings. However, with the inclusion of
dielectric effects, especially employing large dielectric
constants (ε > 8), the reaction was found to proceed with a
plausible barrier and reaction energy, in agreement with
experimental results. Thus, despite its relative smallness,
Model A provides support to the concerted mechanism
shown in Scheme 2.

The poor description of the halide binding site makes the
solvation effects in Model A very large, amounting to more
than 14 kcal/mol for the reaction energy using ε ) 4. To
test the validity and reliability of the above results, we
therefore devised two larger models (referred to as Model

B and Model C, respectively), in which the halide binding
site was successively increased.

III.b. Model B. Model B consists of 112 atoms and
contains, in addition to Model A, parts of Pro175, Asn176,
Tyr177, Leu178, and Phe12, which gives a better description
of the halide binding site (see Figure 3).

In the reactant structure, the chloride of RCPE forms
hydrogen bonds as before to the water molecule and the
backbone amide of Leu178. In addition, a hydrogen bond
between Cl and the backbone of Tyr177 is observed (Figure
3B). The alcohol oxygen forms hydrogen bonds to Ser132
and Tyr145, as in Model A. At the transition state for epoxide
formation (Figure 3C), the critical O-C and C-Cl distances
are 1.88 and 2.40 Å, respectively. The alcohol proton is 1.07
Å from Tyr145 and 1.42 Å from the substrate oxygen. The
three hydrogen bonds to the chloride have decreased
significantly in length compared to the reactant, since the
interactions with the partially displaced chloride ion are

Figure 3. Optimized geometries for Model B. (A) Schematic representation of the model. (B) Reactant geometry. (C) Transition
state. (D) Product geometry.
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stronger than with the neutral side chain. These interactions
are further enhanced in the product state (Figure 3D), where
the chloride ion has been fully liberated.

The calculated barrier for Model B is 17.9 kcal/mol, and
the reaction energy is +14.1 kcal/mol (see Table 1). Both
of these values are lower than the ones calculated for Model
A (23.0 and 17.5 kcal/mol, respectively). Upon inclusion of
solvation effects, both the barrier and the reaction energy
decrease further. For example, the barrier decreases to 14.6
and 13.5 kcal/mol using ε ) 4 and ε ) 80, respectively,
and the reaction energy decreases to +5.2 and +2.2 kcal/
mol using ε ) 4 and ε ) 80, respectively. Although still
very significant, the effects are smaller than for Model A
due to the increased size of the halide binding site.

Overall, after consideration of the solvation effects, Model
B conveys a very similar picture of the reaction mechanism
of HheC to that of Model A.

III.c. Model C. The solvation effect on the reaction
energy in Model B is still rather large (8.9 kcal/mol using ε

) 4, see Table 1), indicating that also this model lacks
important parts of the halide binding site. Therefore, we
devised an even larger model (referred to as Model C) which
consists of 161 atoms and contains in principle the full side
chains of the main residues forming the halide binding site,
i.e. Pro175, Asn176, Tyr187, Phe12, and Phe186. Also, most
of the Leu178 side chain is included (see Figure 4).

In the reactant geometry, the chloride forms hydrogen
bonds with the water molecule and with the backbone amide
of Leu178 (Figure 4B), but no interaction with the backbone
amide of Tyr177 is observed, in contrast to Model B. The
optimized transition state for chloride displacement exhibits
very similar distances to those of Model B (Figure 4C). The
carbon-chloride bond length is 2.38 Å, and the forming
carbon-oxygen bond length is 1.89 Å. In the product state,

Figure 4. Optimized geometries for the largest model, Model C. (A) Schematic representation of the model. (B) Reactant
geometry. (C) Transition state. (D) Product geometry.
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the liberated chloride ion forms hydrogen bonds to the water
molecule and to the backbone of Leu178, but not to the
Tyr177 amide (Figure 4D). A possible reason is that the
Tyr187 side chain introduced in Model C sterically hinders
the chloride from approaching the Tyr177 backbone amide.

The barrier computed for Model C is 18.2 kcal/mol and
the reaction energy is +5.5 (Table 1). Since the halide
binding site is essentially saturated, the computed solvation
effects are very small. For example, in going from no
solvation to solvation with ε ) 80, the barrier drops only by
1.2 kcal/mol and the reaction energy by 1.3 kcal/mol.

Similar to the previous models, the results of Model C
demonstrate the energetic feasibility of the proposed reaction
mechanism. However, the barrier is slightly overestimated
and the reaction energy is positive, in disagreement with
experimental results. Several sources for this disagreement
can be envisaged. One reason could be that the subsequent
regeneration of the anion at the Tyr145 residue through the
release of a proton to the bulk is an exothermic process that
thus reduces the overall reaction energy. Also, release of the
chloride ion could be energetically favorable, which would
lower the reaction energy. Moreover, the calculated energies
correspond to enthalpies. It is possible that the addition of
entropic effects would lower the product state somewhat
compared to the reactant state. However, another reason
could be due to the chosen model. In Model C, the halide
binding site is quite large, and in order to keep it intact in
the model, it is necessary to lock a number of centers
(indicated by asterisks in Figure 4) such that no artificial
hydrogen-bond interactions or large movements take place.
This procedure is, many times, very successful, but in the
case of Model C, it might have introduced too much strain
in the system and, therefore, resulted in a slightly endother-
mic reaction instead of a slightly exothermic one. Releasing
constraints completely, however, is not an option in this
model, because it will cause a major disruption to the halide
binding site. The various groups will move freely and form
artificial hydrogen bonds that are not present in the enzyme.
To release the constraints will thus add more uncertainty to
the results rather than make them more accurate.

IV. Conclusions

In the present paper, three quantum chemical active site
models of different sizes have been employed to investigate
the dehalogenation reaction of the haloalcohol dehalogenase
HheC enzyme. The computed energies for the three models
are summarized in Table 1. The conclusions can be divided
into two parts, one related to the specific reaction under study,
that is, the HheC reaction mechanism, and one related to
the methodology used.

The three models give a consistent picture of the reaction
mechanism taking place. The dehalogenation is shown to
occur in a single concerted step in which Tyr145 abstracts a
proton from the halohydrin substrate and the substrate
oxyanion displaces the chloride ion through an intramolecular
SN2 reaction. Arg149 is suggested to activate Tyr145 by
abstracting a proton, and Ser132 seems to be of importance
for both binding of the substrate and stabilization of the
oxyanion at the transition state. The activation barriers and

reaction energies calculated for all three models (especially
when solvation is considered) show that this reaction
mechanism is energetically plausible.

Due to the large solvation energy of free halide ions,
dehalogenation reactions are particularly challenging to treat
using quantum chemical models in conjunction with implicit
solvent. Unless the model is carefully chosen and the
surrounding is properly accounted for, small models could
yield unrealistic energies. It is here constructive to compare
the energies obtained using the three models in order to gain
deeper insight into the strengths and shortcomings of this
approach.

Model A has a very small halide binding site, consisting
of essentially two hydrogen bonds. As expected, the energies
obtained with this small model are highly sensitive to the
added solvation (see Table 1). Without solvation, this model
yields a reaction barrier and energy that are highly overes-
timated compared to experiments. However, when the
implicit solvation is added, this model reproduces the
experiments quite nicely. This demonstrates that the implicit
solvation model indeed is able to provide a rather good
estimation of the solvation effect that the lacking protein
surroundings would provide.

Model B provides an improved description of the halide
binding site, which is immediately evident from the obtained
energies without the solvation added. Both the barrier and
the reaction energy are lower than for Model A (without
solvation). Also, the solvation effects are smaller than for
Model A, but they are still quite large.

For both Model A and Model B, we notice that the
solvation effects on the energies saturate very quickly as a
function of the dielectric constant (compare, e.g., the values
for ε ) 4 and ε ) 80 in Table 1). This result can easily be
rationalized by considering the simple Onsager model of a
dipole in a spherical cavity, for which the solvation energy
is proportional to (ε -1)/(2ε + 1). This simple fact is
important to realize when choosing which dielectric constant
to use in the modeling of enzymatic reactions (see below).

In Model C, the halide binding site is essentially saturated.
This results in energies that are practically the same with
and without solvation correction. Hence, the inaccuracy of
the approximation of using a homogeneous polarizable
continuum model decreases as the model size increases. The
further away from the active site the truncation is made,
the better this approximation performs, because most of the
polarization effects on the reactive parts are already explicitly
included in the quantum calculations. However, Model C
fails to reproduce the fact that the enzyme-product complex
(epoxide + chloride ion) should be more stable than the
enzyme-substrate complex (chloroalcohol). As discussed
above, this could be due to the proton release step, but most
likely it is a result of the locking scheme used.

By comparing the results of Models A and B to those of
Model C, one can conclude that a relatively small model of
the enzyme active site, in combination with implicit solvent
models, can be very useful in studying the enzyme reaction
mechanism also for dehalogenation reactions. In fact, larger
models could suffer from limitations that smaller models do
not have. For example, it is difficult to ensure that different
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stationary points are in the same local minima with respect
to the parts that are not directly involved in the reaction. In
the case of Model C, it was essential to keep a number of
atoms fixed to their crystallographic positions in order to
avoid that artificial movements of the various groups at the
active site take place. This procedure led to a somewhat rigid
halide binding site, which resulted in a raised reaction barrier
compared to the smaller models. The alternative approach
is of course to use QM/MM methods where fixing truncation
atoms is not necessary and the flexibility of the surroundings
is properly accounted for.22 However, in QM/MM, it
becomes even more difficult to deal with the multiple minima
problem.

A final remark concerns the choice of dielectric constant
when computing solvent corrections to quantum chemical
active site models. Typically, an ε ) 4 value is used.13,15

This value is considered to correspond to a mixture of the
protein itself (ε of 2-3) and water (ε ) 80).23 The exact
choice is thus somewhat arbitrary.

By comparing the results of Models A and B to those of
Model C (Table 1), it can be seen that with ε ) 4 the various
models give results that do not differ much. This shows that
the choice of ε ) 4 works reasonably well. Also, as pointed
out above, the solvation energy saturates quickly as a function
of ε. In going from the cluster model (no solvation) to ε )
4, most of the solvation is accounted for. The difference
between ε ) 4 and ε ) 80 is not very large. For Model A,
for example, the energy difference between no solvation and
solvation with ε ) 4 is 14.1 kcal/mol for the reaction energy,
while it is only 4.6 kcal/mol between ε ) 4 and ε ) 80. For
Model B, the corresponding values are 8.9 and 3.0 kcal/
mol, respectively. It is very important to point out here that
the continuum solvation is an approximation, and the
conclusion drawn about reaction mechanisms should not be
very sensitive to the exact choice of the dielectric constant
or else the approximation cannot be trusted.
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Abstract: In this paper an EVB-based method to describe the energetics of operation of arbitrary-
length heterogeneous proton-wires is described. The method keeps the number of fittable
parameters low by exploiting the idea of “protonation states”. The method is applied to describe
the 3-proton proton-wire described in Green Fluorescent Protein (GFP), and two sets of
parameters have been obtained, one for the electronic ground state and another for the
photoactive excited electronic state, of a chemical model including the groups supporting the
proton-wire and based on CASPT2//CASSCF quality reference energies. The fitted EVB functions
are analyzed in static terms. In this way, it is seen that only a minimum exists in S0 while two
exist in S1: one for the photoproduct and one for the reactant in the excited state, even though
consideration of the Franck-Condon excitation energy predicts an effective barrier under 1
kcal mol-1. Topological analysis of the transition state structure reveals a concerted but
asynchronous motion of the protons, where the chromophore’s proton lags behind, and the
final proton of the wire that goes from Ser205 to Glu222 leads the process. Inclusion of nuclear
dynamic efects causes this small effective barrier to vanish and predicts an essentially barrierless
process in the excited state.

Introduction

Proton transfer is perhaps the single most important and
ubiquitous process in chemistry and biochemistry. In a proton
transfer process, a hydrogen atom bound to an electronegative
atom and thus, with a local positive charge density, transfers
and binds to a neighboring electronegative atom with electron
lone pairs available. The structural properties of some
molecules or residues which are able to act both as proton
donors and proton acceptors make it possible that, under
certain circumstances, large hydrogen bond networks can be

created. This is the case in bulk protic solvents like water,
where an extensive hydrogen-bonded network exists that
connects neighboring solvent molecules. When such exten-
sive hydrogen-bonded networks come into existence, proton
transfer over large distances occurs as a series of single
proton transfer processes, either concerted or stepwise, in
which several protons move a single step each in the network.
This is part of the well-known Grotthuss mechanism of
proton transfer in bulk water1 and explains, for instance, why
the transport of protons is generally much faster in liquid
water than that of other cations or anions of similar charge
and size to the hydronium cation, the smallest hydrated form
of proton stable in water.

Theoretical methods have become invaluable tools to
understand how enzyme reactions work.2–4 In recent years
proton transfer, and especially proton transfer along a
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sequential arrangement of proton donors and acceptors, the
so-called “proton wires,” “proton relays”, or “proton chan-
nels,” has been receiving increasing attention from research-
ers in the field.5–20 This singular kind of arrangements can
be found for instance inside transmembrane proteins. In this
case, an excess proton is “pumped” from one side of the
membrane to the opposite, being then responsible for the
generation of electrochemical potentials accross the mem-
branes. Examples of this kind of proton transfer in biological
systems are the F0 component of ATP synthase;21 the M2
proton channel of the A and B influenza viruses, which forms
a proton channel necessary for the process of the uncoating
of the virus;22,23 the vacuolar H+-ATPase (V-ATPase) and
vacuolar H+-pyrophosphatase (V-PPase), two proton-pump
proteins crucial for the process of pH-homeostasis in
endomembrane systems;24 and the redox-driven proton pump
in cytochrome c oxidase (CcO), a cornerstone of the energy
transformation processes in biological systems.25

Transport of protons along a proton wire can also be
initiated through photoactivation.14,15,26–28 In this case, the
trigger of the global proton traslocation is an excited-state
proton transfer (ESPT): one of the transferable protons in
the wire starts off bound to a photoactive molecule (chro-
mophore). Absorption of a photon by the chromophore
results in this case in increased acidity of the proton in the
photoactive electronic excited state. The bond between
chromophore and proton is much weakened, and proton
transfer can take place. In some cases, the acidity of the
proton in the photoactive state is so large that proton transfer
in the excited state turns out to be barrierless, producing as
a result ultrafast processes.14,15,26–33 Given a proper arrange-
ment of other proton acceptors and donors in the vicinity of
the chromophore, proton transfer over large distances can
occur also in an electronic excited state. Several cases of
photoactivated proton-transfer processes involving a proton
wire have been documented: the photocycle of retinal and
bacteriorhodopsin34 and the photocycle of the Green Fluo-
rescent Protein (GFP)35 and the asFP595 fluorescent pro-
tein.36

Because of the intrinsic interest of systems where multiple
proton transfer occurs and the sometimes difficult interpreta-
tion of related experiments, detailed computational studies
of these systems are necessary to lay the foundations of a
sound understanding of their intricacies. After photoexcitation
a series of ultrafast events may be triggered. They can be
understood if a precise picture of the real time dynamics
after photoexcitation (and therefore on one or several
electronic excited-state PES) is available. Indeed, direct
comparison of simulations to experimental measurements,
e.g. pump-probe femtosecond spectra, is usually achieved
via the computation of real-time correlation functions.37 The
inspection of the dynamics of the system after photoexcitation
can also provide insightful mechanistical details just by
following the evolution of classical trajectories or quantum
wavepackets.

The problem of simulating such ultrafast processes can
be conceptually divided in two major parts: 1) the computa-
tion of the underlying PES and 2) the solution of the
dynamics of the nuclei on it. If classical dynamics, or more

generally classical-trajectory based methods,1,38 are to be
used in the simulation, ab initio MD (AIMD)39 methods may
be employed with the features that the PES is only calculated
there where it is needed and that they are full-dimensional
in nature. These methods offer a convenient and combined
solution to points 1) and 2). For ground electronic-state
processes it is also possible to use polarizable force fields40

or the empirical valence bond (EVB) method of Warshel2,41

that accounts for bond forming and breaking at a much more
reduced computational cost than AIMD methods. More
recently another method has been proposed, which is suitable
forcondensedphasesimulationsandthatcombinesHartree-Fock
molecular orbital (MO) and valence-bond (VB) theories to
describe the PES of reactive systems (hence, MOVB
method).42–44

It remains still the issue of whether classical-trajectory
based methods can provide an accurate picture of the real-
time dynamics following a photoexcitation event when light
nuclei, e.g. protons, are involved.

Quantum dynamics is the correct theory to describe the
motion of nuclei. However, converged quantum dynamics
studies of large systems are nowadays not possible, and
models of reduced dimensionality must be formulated when
treating more than 6 or 7 atoms. The necessity to reduce the
dimensionality of the problem arises basically from two
factors. First, wavepacket methodologies based on grids
require a global knowledge of the PES which must be
computed on a grid of the order of 10N points, where N is
the dimensionality of the nuclear problem. Second, one must
keep the problem of a size that is solvable by modern
wavepacket methodologies such as the multiconfiguration
time-dependent Hartree (MCTDH) method.45 In this context,
quantum dynamical, reduced-dimensionality investigations
of processes involving the motion of light nuclei, such as
proton-wires, appear as complementary and even necessary
with respect to classical dynamics approaches. Reduced
dimensionality studies of proton-transfer processes have been
successfully carried on in the past on parametrized PESs and
have the potential to unravel many important details of the
systems under consideration.46,47

In this paper we present a convenient way to obtain a
parametrized PES based on an affordable number of ab initio
single-point calculations which is tailored to the simulation
of proton-wires of the kind mostly found in biological
systems, in which the proton-donor and proton-acceptor
species in the wire can be rather heterogeneous. This covers
our previous point 1) above. We formulate it bearing in mind
that our goal is to perform quantum dynamics on the obtained
PES, that is, our point 2). The PES we propose is part of a
planar model of the proton-wire in which the proton positions
and the donor-acceptor distances are the dynamical vari-
ables. The proposed PES and model are motivated by the
fact that nowadays accurate quantum dynamical simulations
are already feasible for 10 to 15 coupled degrees of freedom,
which include many proton-wires within the range, while
the computational cost of computing the full PES by DFT
or ab initio methods for such systems is still far beyond
reach. In a proton-wire with m transferable protons 2m bonds
can be formed and broken. A PES able to describe such a
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system must then be able to describe bond breaking and
forming correctly. To do so we base our approach on the
EVB method2,41 and present a convenient scheme to
determine its parameters for the proton-wire at hand. It should
be noted that a covalent bond or a hydrogen bond between
a proton and a heavy atom in the wire will have different
properties depending on the configuration of the rest of the
wire. This could lead to an enormous number of parameters
to describe all the different possibilities. The PES model is
formulated such that the number of parameters involved
keeps relatively low by exploiting the idea of protonation
states. The number of ab initio reference points employed
to fit the model PES is also kept as reduced as possible.

As an example of this computational approach the method
will be applied to a system that has received much attention
recently, the Green Fluorescent Protein (GFP) and its associated
proton-wire.35 GFP is a protein that occurs naturally in the North
Pacific jellyfish Aequorea Victoria and that has found many
uses as a biological fluorescent marker.35 GFP absorbs in the
blue region of the visible spectrum and has green fluorescence
with a high quantum yield (0.72-0.85).48–50 The structure of
the protein has been described as a rigid cylinder made up of
11 �-sheets that shelter an R-helix supporting the chromophore
roughly in the center of the cavity. The chromophore has been
characterized as p-hydroxybenzylideneimidazolinone,51,52 yet
synthetic model compounds of the chromophore show no
fluorescence,53 indicating a strong influence of the microenvi-
ronment of the chromophore within the protein on the fluores-
cence. A detailed crystallographic description of GFP has been
available for awhile54 and has established that the chromophore
is hydrogen-bonded to an internally caged water molecule
(Wat25), which is bound to a serine residue (Ser205), which is
finally bound to a glutamate residue (Glu222). While other
interactions are present that help to stabilize the chromophore

and keep it in place, there is nowadays consensus that the above-
mentioned residues are the most relevant. See Figure 1 for a
graphical description of these interactions. Wild-type GFP (wt-
GFP) absorbs mainly at 397 nm, this having been identified
with the absorption of the chromophore. The most widely
accepted interpretation of the photophysical behavior of GFP
is that photoexcitation of the chromophore triggers the operation
of the proton-wire formed by the chromophore’s phenolic group,
Wat25, Ser205, and Glu222, including a total of three protons.
The final product of this proton transfer, a protonated Glu222
residue, has been detected spectroscopically.55,56 The green
fluorescence emitted at 510 nm has been identified with the
emission from the anionic (phenolate) form of the chro-
mophore.57 As described, the mechanism to induce fluorescence
in GFP involves a heterogeneous proton-wire of three trans-
ferrable protons, with a total of four different chemical species
supporting all the donor and acceptor atoms.

Our group has contributed to the theoretical knowledge
on the dynamics of GFP previously. Static studies revealed
that in Vacuo the proton-transfer from the chromophore to
the water molecule could occur involving a crossing of
electronic states.58 Later on, an extensive static study of the
potential energy landscape controlling the triple proton-
transfer in a model of the chromophore and intervening
residues was undertaken.18 This latter work is used in this
paper to fit the potential energy surface functional form. The
EVB approach described in the present work and in particular
the PES obtained for the GFP proton-wire have been used
recently to carry out a 6-dimensional quantum dynamical
study of the proton-wire in GFP, in which the protein
environment has not been included.59 However, we note that,
without loss of generality, the procedure described in this
paper can be used to fit energy values coming from QM/
MM methods.

Figure 1. Schematic representation of the prevailing interactions surrounding the GFP chromophore. In the inset the isolated
chromophore, p-hydroxybenzylideneimidazolinone, is shown.
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The rest of this paper is organized as follows: section 2
discusses the theory, and in particular subsection 2.2 presents
the methodological development of an EVB functional form
for heterogeneous proton-wires; section 3 describes the
application to the proton-wire in GFP; and finally section 4
concludes.

2. Theory

2.1. General EVB Potential. Each possible protonation
state of the proton-wire is described by an EVB state. A
protonation state is formally defined as a particular config-
uration of the hydrogen-bond system where each proton can
formally be bonded to either the heavy atom at its left or at
its right side. A proton-wire having m transferable protons
is thus described, by n ) 2m EVB states.

In the EVB theory the EVB states |φi〉 appear only as a
conceptual device, but they are neither directly calculated
nor used. It is assumed that these states conform an
orthonormal basis, 〈φi|φj〉 ) δij. The matrix elements of the
EVB states Hij ≡ 〈φi|Ĥ|φj〉 are the actually relevant quantities,
which are assumed to be functions of the positions of the
nuclei, Hij ≡ Hij(q). These matrix elements are typically
described by parametrized functions similar to the usual
molecular force fields. In practice, one constructs the EVB
representation of the electronic Hamiltonian operator

H(q)) (H11(q) · · · H1n(q)
l l

Hn1(q) · · · Hnn(q) ) (1)

and then diagonalizes it to get its eigenvalues and eigen-
vectors (From now on in the discussion, q may be sometimes
dropped for the sake of clarity.). The only purpose of the
EVB approach is to reproduce the PES of a particular
electronic state (usually the ground electronic state, but not
necessarily, as in this work) of a molecular system, with the
extra property over traditional force fields that it is able to
reproduce covalent bond breakage and formation. The PES
of interest, representing the ground electronic state of the
system or an excited electronic state, will be given invariably
by the lowest eigenvalue of the H matrix, since the Hij

elements are parametrized for this purpose. It is important
to stress at this point that the EVB form of the potential
described above has nothing to do with the treatment of
several electronic states of the molecular Hamiltonian in a
diabatic or adiabatic representation. The approach is con-
ceived to reproduce only a single PES as the lowest
eigenvalue of the H matrix. We emphasize here that the use
of an EVB-type PES to represent the potential of an excited
electronic state is not new. It has been already used by some
of us to describe an excited-state proton-transfer process in
the condensed phase through a two-state EVB model.33 More
recent examples can also be found.60 If the coupling between
different electronic states were to come into play the present
formulation should have to be modified.

The EVB PES is given by

V(q)) 〈0|Ĥ|0〉 (2)

V(q))∑
i)1

n

∑
j)1

n

Hijci
(0)cj

(0) (3)

which is equivalent to writing the eigenvalues equation for
the EVB matrix

H c(0) )E(0) c(0) (4)

where c(0) is the eigenvector corresponding to the lowest
eigenvalue, E(0) ≡ E(0) (q) ≡ V(q) and |0>≡c(0).

2.2. EVB Matrix-Elements for an Heterogeneous
Proton-Wire. 2.2.1. Diagonal Elements. The diagonal ele-
ment Hii describes the potential of the EVB state i which, as
mentioned above, corresponds to a particular protonation
state of the wire. In a wire of m protons there are m covalent
bonds per protonation state that will be described by some
sort of function. In addition we include functions that take
into account nonbonded van der Waals interactions. The
diagonal term describing the ith protonation state is given
in general by

Hii )∑ [bond. interac.]+∑ [nonbond. interac.]+
∆i +∆tot (5)

The different terms appearing in the diagonal of the EVB
matrix are discussed in what follows.

Bonding Interactions. A possible strategy is to consider
each bond in each protonation state as different, which means
described by a different parametrized function. In a wire with
m transferable protons the number of protonation (EVB)
states is given by n ) 2m. For each protonation state one
must specify m bonding interactions, one for each proton,
leading to a total of m × 2m functions to describe bonding
interactions. The number of bonding interactions to be
parametrized grows exponentially under such scheme. The
exponential growth may be cut down to linear by assuming
that each heavy atom in the wire is able to form two types
of bonds with the transferring protons: For a given proto-
nation state a nonterminal residue can have 0, 1, or 2 protons
attached. In the first case that residue holds a hole of the
wire and a formal negative charge. In the last case it holds
the extra proton and a formal positive charge. Only when a
residue has 1 or 2 protons attached can a covalent bond be
conceived, being the bond, in principle, of a different nature
in each case. Thus, for every different nonterminal residue
two new types of covalent bonds are taken into account.
Using a similar argument the terminal residues add a new
type of bond each. Adopting this model for the bonding
interactions, it is easy to see that a proton-wire with m
transferable protons, where all the residues are different, has
a total number of 2m bond types. The other limiting case, a
system where all the residues are of the same kind (e.g.,
water), could be described by only 2 different bond types.61

Morse potentials are usually employed for the bonding
interactions when constructing EVB potentials

M(d))D[1- e-�(d-d0)]2 (6)

where d is the distance from the proton to the heavy atom.

Besides, bond-angle and torsional deformations are also
counted among the bonding interactions. Usually, the bond-
angle deformations are described using a harmonic-like
potential term
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A(θ)) 1
2

kθ(θ- θ0)2 (7)

where θ would be the angle formed by three consecutive
atoms in the wire. As for torsional contributions to bonding
interactions, they are usually parametrized with terms of the
form

D(�)) k�[1+ cos(n�-�0)] (8)

where n represents the periodicity of the torsional potential.
Nonbonding Interactions. For the nonbonding interactions,

Coulomb and/or van der Waals interactions can be consid-
ered. In the case of the Coulomb interactions, a charge is
assigned to each atom in every protonation state, and the
charges are adjusted along with the rest of parameters

E)∑ 1
4πε0εr

qiqj

rij
(9)

where the summation runs over all nonbonded atom pairs.
van der Waals interactions are important to maintain the

structure of the wire and to represent the nonbonding
interactions of the protons and heavy atoms, namely the
hydrogen bonds. van der Waals interactions between protons
and heavy atoms to which they are not bonded force the
potential energy to increase when a proton tries to enter the
vicinity of this heavy atom to which it is not bonded.
Interactions between heavy atoms keep them from flying
apart and control the donor-acceptor distance which is
important to have well-described hydrogen bonds. The model
of nonbonding interactions is as follows: a proton has a
nonbonding interaction with a neighbor heavy atom if this
proton has no covalent bond with it. The type of the
nonbonding interaction is independent of the configuration
of the rest of protons in the wire and depends only on the
type of the residue. In a chain with m protons this gives rise
to 2m different van der Waals interactions, two for each
proton, one with each different neighbor. The interaction of
a pair of adjacent heavy atoms gives rise to a particular van
der Waals type, independent of the protonation state of the
system. In a chain of m protons this results in m different
van der Waals interactions between the heavy atoms. The
12-6 van der Waals function has been adopted to describe
the nonbonding interactions

W(d)) 4ε[(
σ
d

)12 - (
σ
d

)6] (10)

Shifts. Each EVB state is added a shift term ∆i. This term
is meant to give flexibility to the EVB states so that the
relative energies between them can adjust without placing
strain on the parameters of the bonding and nonbonding
interactions. Moreover, adding or subtracting the same
constant k to all ∆i values shifts the whole potential by k. It
is important that all ∆i’s can vary independently since this
degree of freedom allows the potential as a whole to approach
the reference energies without changing its shape. In the
event that the shape of the potential would be good but its
absolute values be shifted by some amount k from the
reference energies, a simple shift in all ∆i’s by an amount k
would suffice to improve the overall fit. Instead of allowing
all ∆i’s to change independently, one of them is always kept

fixed at 0, so that the (n-1) ∆i values turn into relative shifts
with respect to the fixed one. The degree of freedom that
has been lost in parameter space is recovered by introducing
a total shift, ∆tot. By introducing a single parameter that
controls the total shift the fitting procedure becomes more
stable.

2.2.2. Coupling Terms. The EVB coupling terms are the
nondiagonal elements of the EVB matrix. If the EVB matrix
is taken to be real and symmetric, the number of different
coupling terms is n(n-1)/2, n being the number of EVB
states. Using again the relation between n and the number
of transferrable protons m, the number of coupling terms is
given by 22m-1-2m-1, again an exponential growth with the
number of transferrable protons. In order to avoid the
inclusion of so many coupling terms, and hence of many
parameters into the functional form of the PES being
adjusted, only the coupling terms between protonation states
interconvertible by transfer of a single proton are considered.
Such assumption in the functional form does not represent
a problem in the description of concerted proton motions: If
data points are included belonging to such regions of
configurational space, the functional form as a whole will
adjust to represent them correctly as the full set of parameters
is optimized. Within this model the number of coupling terms
is cut down to m2m-1, which is however still exponential
but with a much smaller growth rate. This scheme also
facilitates the consideration of wires where all the residues
are equal, since a single type of coupling needs to be
considered: that corresponding to the transfer of a proton
from a residue to another (which still appears in m × 2m-1

positions at each side of the diagonal in the EVB matrix).

The coupling terms can be treated in different ways. One
possibility is to use Gaussian functions. This approach has
the advantage that far from the strong interaction region the
coupling vanishes smoothly and the equilibrium regions are
cleanly described by one single EVB state. Thus, the EVB
diagonal terms can be general force fields that were previ-
ously parametrized and are not being refitted. The couplings
take care only of the interaction region. This is not our case,
since we fit all the parameters simultaneously with respect
to a set of reference ab initio energies. In such a case constant
coupling terms for each electronic state are justified, which
add a single parameter each to the functional form and
facilitate the fitting. Using constant couplings with general
force fields may destroy the properties of the force field in
the noninteracting regions, but again this is not the case here,
since we are only interested in having a global potential,
flexible enough and yet tailored to reproduce a proton-wire
potential after determination of its parameters.

3. Application to the GFP Proton-Wire

3.1. Specification of the EVB Matrix Elements. The
proton-wire in GFP includes three transferrable protons.
Hence, there are 23 ) 8 possible protonation states. This
leads to a real symmetric 8-states EVB matrix:
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H(q)) (H11 H12 H13 H14 0 0 0 0
H12 H22 0 0 H25 H26 0 0
H13 0 H33 0 H35 0 H37 0
H14 0 0 H44 0 H46 H47 0
0 H25 H35 0 H55 0 0 H58

0 H26 0 H46 0 H66 0 H68

0 0 H37 H47 0 0 H77 H78

0 0 0 0 H58 H68 H78 H88

) (11)

Table 1 indexes each diagonal term in the EVB matrix in
eq 10 with the corresponding protonation state of the GFP
proton-wire. In order to label in a systematic way the
protonation states in GFP, we propose a naming scheme that
is concise and can easily be extended to represent any
conceivable linear proton wire. The labeling scheme plays
with the idea of protonation states, a protonation state being
a structure in which each proton is within bonding distance
to either its donor or acceptor atom. The protonation state is
represented by a binary number with 3 digits, each of them
assigned, respectively, to the Cro-Wat25, Wat25-Ser205, and
Ser205-Glu222 hydrogen bond. In case that one of the three
protons is in bonding distance to its donor atom it is
represented by “0”. If the proton is within bonding distance
to the acceptor atom it is represented by “1”. Since there
are three transferable protons, the protonation states can be
referred to as a binary number of three digits with a total of
23 ) 8 protonation states. The idea of protonation states we
are using does not assume anything about their stability; it
is simply a convenient way of referring to the different
structures relevant to the proton-wire. Using such convention,
reactants are represented by (000), products are represented
by (111), the situation in which only the proton shared by
the chromophore and Wat25 has transferred would be given
by (100), and so on. This naming scheme can straightfor-
wardly be generalized to a proton-wire of m protons, by using
an m-digit binary number to represent the 2m protonation
states.

Even though all elements in the matrix in eq 11 could be
functions of all coordinates q, a different choice has been
adopted here. As explained in the previous section, the

nondiagonal terms in eq 11 are just parameters (that is, not
functions of the coordinates q). The diagonal terms are
functions of the coordinates and are given by

Hii )Bi +Wi +Wchain +∆i +∆tot (12)

where Bi is the bonding contribution of the protonation state
i, Wi is the nonbonding contribution between protons and
oxygens forming hydrogen bonds in the ith protonation state,
and Wchain are the nonbonding contributions between neigh-
boring oxygen atoms, which are the same in each protonation
state. ∆i is the state-specific energy-shift parameter and ∆tot

is the total shift parameter.

In a previous work in which a lengthy molecular-
dynamics simulation of GFP was performed, we showed
that the proton-wire was well formed over time and that
it remained approximately planar.18 Thus, it seems reason-
able to drop from the bonding interactions those that imply
departure from planarity or torsional potential energy
terms. Furthermore, as will be explained soon, the
reference data against which the EVB functional form will
be fitted will come from a reduced model of the proton-
wire, used before in our previous study18 and represented
here in Figure 2. In this model, the effect of the rigid
stucture of the protein surrounding the proton-wire is not
accounted for, and, thus, terms of bond-angle deformation
of the heavy atoms (i.e., depending on OAOBOC or
OBOCODssee Figure 2) cannot be meaningfully included
in the bonding interactions, because the rigid structure of
the cavity where the proton-wire lies is missing in the
reduced model. For this study, we choose as bonding
contributions those that come directly from the stretching
of the bonds between the protons and the donor and
acceptor atoms. Within this approach, the seven atoms
forming the wire being restricted to lie in a plane require
2 × 7 ) 14 degrees of freedom, from which only 11
correspond to internal motion (2 for the center of mass
on the plane and one for in-plane rotation). If the bending
motion of the heavy atoms is not allowed, the number of
degrees of freedom remaining is 11 - 2 ) 9.

Table 1. Equivalence between EVB StatessDiagonal
Elements in the EVB Matrix, Eq 11sand Protonation
States, Here Given as a 3-Digit Binary Numbera

protonation state

EVB state this work refs 18 and 59

1 000 CWS
2 100 WWS
3 010 CSS
4 001 CWG
5 110 WSS
6 101 WWG
7 011 CSG
8 111 WSG

a See the main text for details. In the third column, the
denomination of each protonation state is also given as in our
related work in GFP in refs 18 and 59: each protonation state of
the wire is referenced by a three-letter code where the first,
second, and third letter identify the heavy atom supporting the
first, second, and third proton of the wire, respectively, following
this key: C: chromophore, W: Wat25, S: Ser205, and G: Glu222.

Figure 2. Chemical model used in ref 18 and in this work to
compute the potential energies of selected structures used
in the fit.
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The bonding contributions are then given by

B1 ) MA(dA1) + MB-(dB2) + MC-(dC3)
B2 ) MB+(d1B) + MB+(dB2) + MC-(dC3)
B3 ) MA(dA1) + MC+(d2C) + MC+(dC3)
B4 ) MA(dA1) + MB-(dB2) + MD(d3D)
B5 ) MB-(d1B) + MC+(d2C) + MC+(dC3)
B6 ) MB+(d1B) + MB+(dB2) + MD(d3D)
B7 ) MA(dA1) + MC-(d2C) + MD(d3D)
B8 ) MB-(d1B) + MC-(d2C) + MD(d3D)

(13)

with

MX/(dXn))DX/[1- e-�X/(dXn-dX/
0 )]2 (14)

where dXn (and dnX) is the distance between oxygen X and
proton n (with A being the phenolic oxygen in Cro, B the
oxygen in Wat25, C the oxygen in Ser205, and D the
acceptor oxygen in Glu222; proton 1 is shared between Cro-
Wat25, proton 2 between Wat25-Ser205, and proton 3
between Ser205-Glu222: see Figure 2), DX/, �X/, and dX/

0 are
parameters, and / may be +, -, or blank: + and s refer to
the Morse potentials of the nonterminal residues supporting
2 and 1 protons, respectively, and a blank refers to the Morse
potential for terminal residues supporting a proton.

Let us consider the nonbonding contributions. In our case,
the consideration of electrostatic terms (i.e., charges) was
found to be redundant with the bonding interactions and not
necessary to describe the proton-wire, since each atom moves
in a relatively small region of configurational space. It has
to be recalled that the final goal is to achieve a good
description of the PES by fitting the EVB potential to some
reference data, and the inclusion of charges led in this case
to an overparametrization of the model. As a consequence,
the only terms actually considered in the nonbonding
contributions are van der Waals terms. Within these con-
siderations, the nonbonding contributions of each OsH
hydrogen bond are given by

W1 ) W1B(d1B) + W2C(d2C) + W3D(d3D)
W2 ) WA1(dA1) + W2C(d2C) + W3D(d3D)
W3 ) W1B(d1B) + WB2(dB2) + W3D(d3D)
W4 ) W1B(d1B) + W2C(d2C) + WC3(dC3)
W5 ) WA1(dA1) + WB2(dB2) + W3D(d3D)
W6 ) WA1(dA1) + W2C(d2C) + WC3(dC3)
W7 ) W1B(d1B) + WB2(dB2) + WC3(dC3)
W8 ) WA1(dA1) + WB2(dB2) + WC3(dC3)

(15)

The OsO nonbonding contributions are equal for all
protonation states and are given by

Wchain )WAB(dAB)+WBC(dBC)+WCD(dCD) (16)

where dXY is the distance between oxygen atoms X and Y.
The 6-12 van der Waals terms have been adopted for the
nonbonding interactions

WXY(dXY)) 4εXY[(
σXY

dXY
)12 - (

σXY

dXY
)6] (17)

Globally the potential energy surface is obtained as the
lowest eigenvalue of the matrix in eq 11 and depends on a
total of 9 independent variables: the distances between each

donor and acceptor oxygen atom (dAB, dBC, dCD), the distances
between donor atom and the transferring proton (dA1, dB2,
dC3), and the distances between acceptor atom and the
transferring proton (d1B, d2C, d3D):

V)V(dAB, dBC, dCD, dA1, dB2, dC3, d1B, d2C, d3D) (18)

This model as it stands is valid for a system where all proton-
wire atoms are contained in the same plane and where
bending of the heavy atoms is not allowed.

3.2. Fitting of the EVB Functional Form. To save
computational effort each of the three hydrogen bonds in
GFP has been kept linear (that is, the proton moves in a
straight line from donor to acceptor atom). Because in the
model each hydrogen bond is now restricted to remain linear,
distances between donor and acceptor, proton and acceptor,
and proton and donor of each hydrogen bond are related:

dAB ) dA1 + d1B

dBC ) dB2 + d2C

dCD ) dC3 + d3D

(19)

This reduces effectively the number of degrees of freedom
of the system to 6.

The reference data points used to adjust the parameters
of the PES have been partially published in a related work.18

A brief summary of the level of calculation and strategy
followed is given here: The potential energy was evaluated
for both the S0 and S1 states at the CASPT2 level with an
active space of six electrons in six π molecular orbitals on
252 different geometries of the chain.18 The system was
modeled to reduce the number of atoms involved and is
depicted in Figure 2.

The chemical modelization included forced planarity of
the system and substitution of the Ser205 residue by a
methanol and of the Glu222 residue by an acetate. The
restriction of planarity was justified by the results of a long-
time molecular dynamics simulation of the ground state.18

The geometries were generated along each possible path
involving a single proton transfer event (giving a total of 12
paths: see Figure 3) and for three different oxygensoxygen
distances in each case. Seven equidistant positions of the
transferring proton were scanned for each path and each
donorsacceptor distance. As for the rest of the atoms in the
model, their relative positions were held fixed at their values
in the minimum in the ground electronic state, S0. When
oxygen atoms were displaced along the wire (change of a
dXY coordinate) the potential energy was computed for a
structure where the distance between the oxygen atoms and
their supporting residues was kept fixed (that is, the residues
were translated alongside with the oxygen atom with fixed
relative coordinates). Using this procedure, the potential
energies of the ground electronic state and the photoactive
ππ/ state have been obtained. To this large number of single-
point calculations an extra set of 86 additional points has
been calculated to improve the description of some areas of
configurational space that were not relevant for a static study
(such as that carried out in ref 18) but that have a certain
effect in the asymptotic regions of the potential energy
function that is fitted in this work, which become relevant
in dynamical studies, where high-energy regions can support
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a certain amount of density over time.59 Besides, we have
added structures where all protons are exactly in the middle
of their respective hydrogen bonds, and structures where two
given protons are exactly in the middle of their respective
hydrogen bonds, while the third is bound to either the donor
or the acceptor atom. These structures are important to
describe the three possible concerted double proton transfers
and the also possible concerted triple proton transfer. Details
on the structures and energetics of this extra set are included
in the Supporting Information. Overall, the total number of
reference data point against which the potential energy
functions have been fitted amounts to 338.

Next, the error function

E(p))�∑ i

Np wi(V(qi;p)-Vref(qi))
2

Np
(20)

which depends solely on the set of parameters p, is
minimized using a simplex minimization algorithm.62 The
EVB functional form of each surface depends on a total of
56 adjustable parameters. Np is the number of configurations
for which a reference energy is known (338 in our case). wi

is a weight function that is introduced in order to favor the
fit in regions of low potential energy with respect to high
energy less relevant regions. The weight is defined as follows

wi ≡ w(Vi)) { 1 if Vie Vc

e-(Vi-Vc)⁄R if Vi >Vc
(21)

where Vi is the ab initio potential energy value at point qi, Vc

is a cutoff potential that controls the domain of action of
the weight, and R controls the rate at which the weight goes
to 0 as the energy increases. At this point we highlight that
of all the energy shifts ∆i, one is taken as fixed in our model
per each electronic state. For the PES of S0, ∆1 has been
held fixed at 0, because this corresponds to the 000 (CWS)
protonation state of S0, known to be the most stable.
Likewise, in S1 it is ∆8 that has been held fixed at 0, since
it corresponds to the 111 (WSG) species, which has been
described as the most stable protonation state in S1.18

The fit was carried out for S0 and S1. In both cases, Vc was
made equal to the lowest energy of the ab initio reference data

for the corresponding electronic state plus 15 kcal mol-1, and
R ) 10 kcal mol-1. The optimization procedure was carried
out until E in eq 20 was minimized. The parameters obtained
are collected in Tables 2 for S0 and 3 for S1.

Figure 3. Schematic representation of the different paths
connecting the eight possible protonation states of the proton-
wire.

Table 2. Parameters of the Potential Energy Surface for
the Ground State S0

parameter value units parameter value units

DA 141.38 kcal/mol σC3 1.36 Å
�A 2.024 Å -1 εAB 8.48 kcal/mol
d A

0 0.98 Å σAB 2.34 Å
DB- 81.30 kcal/mol εBC 4.32 kcal/mol
�B- 2.51 Å -1 σBC 2.40 Å
d B-

0 0.98 Å εCD 0.90 kcal/mol
DB+ 114.33 kcal/mol σCD 2.67 Å
�B+ 1.88 Å -1

d B+
0 1.010 Å H12 17.69 kcal/mol

DC- 188.22 kcal/mol H13 33.62 kcal/mol
�C- 1.52 Å -1 H14 58.03 kcal/mol
d C-

0 0.95 Å H25 79.41 kcal/mol
DC+ 155.32 kcal/mol H26 20.90 kcal/mol
�C+ 1.27 Å -1 H35 90.92 kcal/mol
d C+

0 0.34 Å H37 52.75 kcal/mol
DD 414.44 kcal/mol H46 45.18 kcal/mol
�D 0.79 Å -1 H47 48.02 kcal/mol
d D

0 0.81 Å H58 99.85 kcal/mol
ε1B 0.0032 kcal/mol H68 18.94 kcal/mol
σ1B 1.58 Å H78 29.33 kcal/mol
ε2C 4.41 kcal/mol ∆1 0 (fixed) kcal/mol
σ2C 1.01 Å ∆2 78.48 kcal/mol
ε3D 1.22 kcal/mol ∆3 10.54 kcal/mol
σ3D 1.09 Å ∆4 62.03 kcal/mol
εA1 -0.0016 kcal/mol ∆5 87.63 kcal/mol
σA1 1.18 Å ∆6 41.65 kcal/mol
εB2 0.0828 kcal/mol ∆7 40.84 kcal/mol
σB2 1.21 Å ∆8 50.02 kcal/mol
εC3 0.0859 kcal/mol ∆tot 44.18 kcal/mol

Table 3. Parameters of the Potential Energy Surface for
the Photoactive Excited State S1

parameter value units parameter value units

DA 232.20 kcal/mol σC3 1.09 Å
�A 1.31 Å -1 εAB 1.35 kcal/mol
d A

0 0.87 Å σAB 2.58 Å
DB- 65.32 kcal/mol εBC 1.93 kcal/mol
�B- 2.54 Å -1 σBC 2.48 Å
d B-

0 0.99 Å εCD 1.43 kcal/mol
DB+ 287.23 kcal/mol σCD 2.54 Å
�B+ 1.38 Å -1

d B+
0 -0.28 Å H12 142.19 kcal/mol

DC- 113.46 kcal/mol H13 18.36 kcal/mol
�C- 2.32 Å -1 H14 3.56 kcal/mol
d C-

0 0.98 Å H25 193.63 kcal/mol
DC+ 53.00 kcal/mol H26 -123.23 kcal/mol
�C+ 1.35 Å -1 H35 70.47 kcal/mol
d C+

0 0.86 Å H37 92.51 kcal/mol
DD 169.94 kcal/mol H46 168.46 kcal/mol
�D 1.53 Å -1 H47 -37.96 kcal/mol
d D

0 0.88 Å H58 104.49 kcal/mol
ε1B 0.20 kcal/mol H68 2.50 kcal/mol
σ1B 1.38 Å H78 37.68 kcal/mol
ε2C 0.94 kcal/mol ∆1 24.87 kcal/mol
σ2C -1.03 Å ∆2 -39.74 kcal/mol
ε3D 0.26 kcal/mol ∆3 140.00 kcal/mol
σ3D 1.22 Å ∆4 95.67 kcal/mol
εA1 5.75 kcal/mol ∆5 -10.03 kcal/mol
σA1 0.96 Å ∆6 -213.73 kcal/mol
εB2 0.39 kcal/mol ∆7 59.10 kcal/mol
σB2 -1.18 Å ∆8 0 (fixed) kcal/mol
εC3 0.56 kcal/mol ∆tot 147.75 kcal/mol
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Ever since the weights are introduced in the error function
its value does not have the same direct meaning as an RMS,
for instance. To assess the goodness of the fit, instead, a set
of energy-dependent RMS of the fit with respect to the ab
initio data has been computed and is shown in Tables 4 (S0)
and 5 (S1). In this way, it is possible to appreciate that an
acceptable RMS under 1.6 kcal mol-1 is achieved, for
instance, for energies within 30 kcal mol-1 of the minimum
in the ground state S0 (comprising 175 structures). A
comparable rms of 1.5 kcal mol-1 is achieved for up to 201
structures that are within 100 kcal mol-1 of the S0 minimum,
this time for the photoactive state S1. Taking into account
the inherent complexity of potential-fitting, we think that the
fittings for S0 and S1 are satisfactory and thus that the
potential energy functions obtained correctly and almost
quantitatively describe the CASPT2 energetics of the low-
lying areas of both the ground and photoactive states of the
model system in Figure 2.

Figures 4 and 5 display the deviations from the fitted
values with respect to the reference points. It can be seen
that for both electronic states the fitted values agree within
chemical accuracy (∼1 kcal mol-1) with reference data for
structures within 10-20 kcal mol-1 of the lowest ab initio
energy for that state. Agreement for the rest of the surface
is good, as the RMS values indicate. The quality of the fitted
energies decreases as absolute energy increases. This is due
to the effect of the weights in the error function, which are
introduced to allow a smoother fit for the relevant (i.e., low-
energy) areas of each potential energy surface.

3.3. Analysis of the Fitted Potential Energy
Surfaces. The availability of the 6-dimensional fitted surfaces
for S0 and S1 makes an exhaustive exploration of the
energetics of the wire feasible, such that the results would
be, in quality terms, equivalent to an exploration of the
chemical model (Figure 2) but avoiding the expensive
optimizations involved. Besides, as will be discussed below,
some of the energetic terms sspecifically those including
nuclear dynamic correctionsscan only be computed from
this model.

3.3.1. Static Analysis: Stationary Points. Even though a
total of 8 protonation states can be thought of, it is not clear
whether all of them exist as chemical entities or whether
the same exist both in S0 and S1. An exhaustive search for
the points with a null potential energy gradient has been
undertaken. Figure 6 shows the energy of such points, and
Figure 7 summarizes the geometry of the proton-wire for
each of these stationary points.

S0 has only one minimum where the reactants region is
(000, or CWS structure). All attempts to locate other minima

Table 4. Energy-Dependent RMS of the Fitted Potential
with Respect to the Reference ab Initio Points, for the
Ground State S0

a

Elim RMS N

10.0 0.946 30
20.0 1.390 96
30.0 1.575 175
40.0 1.737 238
50.0 1.933 292
60.0 2.483 319
70.0 2.839 336
80.0 2.836 338

a The RMS (second column, in kcal mol-1) has been computed
for all reference structures whose energy is within Elim (first
column, in kcal mol-1) of that of the lowest-energy structure in S0.
N indicates how many structures meet the energy criterion.

Table 5. Energy-Dependent RMS of the Fitted Potential
with Respect to the Reference ab Initio Points, for the
Photoactive State S1

a

Elim RMS N

80.0 1.325 10
90.0 1.397 75
100.0 1.503 201
110.0 1.841 261
120.0 2.522 305
130.0 3.458 332
140.0 3.672 338

a The RMS (second column, in kcal mol-1) has been computed
for all reference structures whose energy is within Elim (first
column, in kcal mol-1) of that of the lowest-energy structure in S0.
N indicates how many structures meet the energy criterion.

Figure 4. Deviation of the fitted values with respect to the
ab initio reference points for the ground state S0. Points on
the diagonal are perfectly fitted to the ab initio reference data.

Figure 5. Deviation of the fitted values with respect to the
ab initio reference points for the photoactive state S1. Points
on the diagonal are perfectly fitted to the ab initio reference
data.
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corresponding to the remaining protonation states led invari-
ably to this structure. In S1 a total of two different minima
have been found: the first corresponds to the reactants’
structure (000, or CWS), +84.6 kcal mol-1 above the
minimum in S0, while the second corresponds to the final
product of the wire (111, or WSG), +77.8 kcal mol-1 above
the minimum in S0 or 6.8 kcal mol-1 below the reactants’
structure in S1. Hence, the 000 f 111 process in S1 is
exoergic. The transition state structure connecting both
minima has been found to be only +1.9 kcal mol-1 above
the reactants’ in S1.

The structural changes brought up by photoexcitation are
shown in Figure 7. Upon excitation, the three hydrogen bonds
are shortened noticeably: Cro-Wat25 goes from 2.58 Å to
2.46 Å (∆dAB ) -0.12), Wat25-Ser205 from 2.53 Å to 2.50
Å (∆dBC ) -0.03), and Ser205-Glu222 from 2.50 Å to 2.47
Å (∆dCD ) -0.03). This goes in line with the elongation of
the donor-proton distance, which is +0.04 Å for the
chromophoric proton (∆dA1) and +0.02 Å for the Wat25
proton (∆dB2) and no appreciable change for the Ser205
proton (∆dC3). This behavior is reasonable: accepting that
photoexcitation is localized on the chromophore, the further

away from Cro the proton is, the smaller the distortion of
the donor-H bond is. In terms of proton motion, it seems
that the chromophoric proton moves further when comparing
the S0 and S1 000 (CWS) structures. The transition state
structure for the 000 f 111 process in S1 represents
approximately a concerted process, although asynchronous.
To measure the degree of asynchronicity, we define the
position asymmetry coordinate δi as follows (i ) 1 for the
Cro-Wat25, 2 for Wat25-Ser205, and 3 for Ser205-Glu222
hydrogen bond, respectively):

δ1 ) dA1 - d1B

δ2 ) dB2 - d2C (22)

δ3 ) dC3 - d3D

When δi ) 0 this indicates that the ith proton is exactly in
the middle of the hydrogen bond, or, in other words, its
transfer is 50% complete. The values determined for the
transition state structure are δ1 ) -0.26, δ2 ) 0.0, and δ3

)-0.16. Even though all protons have initiated their motion
to the acceptor oxygen, proton 2 (shared among Wat25-
Ser205) is the one that is ahead, while proton 1 (shared
among Cro-Wat25) is the one that lags behind. In the process
of going from reactants in S1 to the transition state structure
a noticeable shortening of all hydrogen bonds is noticed:
∆dAB ) -0.06, ∆dBC ) -0.12, and ∆dCD ) -0.09. Thus,
summarizing, from a purely topological point of view (i.e.,
without considering dynamics of the nuclei), the changes
brought up by the operation of the proton-wire in S1 point
in the direction of an overall concerted process but where
the second protonsthat shared among Wat25-Ser205sis

Figure 6. Schematic representation of the energetics of the
operation of the proton-wire in GFP. The legend at the heading
indicates the ‘chemical’ name of the different regions on the
potential energy surface (PES). Black circles identify a
stationary point, and figures in black denote the
Born-Oppenheimer potential energy values of stationary
points on the S0 and S1 PESs. The light blue arrow and the
corresponding circle indicate the Franck-Condon transition
without considering kinetic energy. The red arrow and corre-
sponding circle indicate the Franck-Condon transition includ-
ing kinetic energy. Horizontal segments identify the zero-point
energy level of chemical species. Figures (and likewise,
segments) in red represent exact valuesswithin the modelsfor
total energy obtained through dynamical simulations, while
figures in orange represent estimated values for the total
energy obtained assuming harmonic vibrations. All units,
except where explicitly indicated, are kcal mol-1.

Figure 7. Schematic representation of the geometry of the
proton-wire in the model in the stationary points found (solid
circles) on the fitted potential energy surface.
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ahead in the transfer, closely followed by the third
protonsshared among Ser205-Glu222.

Lastly, when considering the chemical fate of the system
in the excited state after photoexcitation, it is important to
remember that the photoexcited system does not start off
the reactants’ minimum in S1: following Franck-Condon’s
principle electronic reorganization occurs much faster than
nuclear motion. A first-order estimate of the total energy of
the system in the excited state right after photoexcitation
consists of computing the energy of the structure of the
ground-state reactant in S1. In the current case this yields
+85.7 kcal mol-1 above the ground-state minimum (see
Figure 6). Accepting this value as an acceptable estimate of
the energy of the system after photoexcitation, the effective
potential energy barrier in S1 for the 000 f 111 process is
reduced to only +0.8 kcal mol-1. The small magnitude of
the effective potential energy barrier, combined with the fact
that the process involves motion of light nuclei, makes it
necessary to include dynamical considerations in the analysis.

3.3.2. Dynamical Corrections. A remarkable consequence
of the quantum nature of matter is that bound atoms are never
at rest. Thus, the energy values measured in the previous
subsection can only be taken as estimations, because they
consist only of the Born-Oppenheimer potential energy, that
is, nuclei are held fixed in space. A formally correct estimate
of the energy differences between different structures must
include an estimation of the kinetic energy of the nuclei.

We have computed these dynamical corrections for all
chemical entities (structures) present in Figure 6 as follows.
In S1 the only topologically stable (minimum potential
energy) structures are reactants (000) and products (111).
In these cases, the quantum kinetic energy of the nuclei
comes from the vibrational motions of all bound normal
modes, which within the harmonic oscillator approximation
reads

∆Evibration )
1
2

h∑
i

νi (23)

where the summation runs over the six degrees of freedom.
The vibrational frequencies νi are computed as

νi )
1

2π√λi (24)

where λi are the eigenvalues of the mass-weighted Hessian
matrix. The transition state structure for the interconversion
000f 111 in S1 cannot be treated in the same way because
motion is topologically unbound along the reaction coordi-
nate. In this case, the dynamic correction has been computed
using eqs 23 and 24 but selecting only the five real
frequencies: motion being unbound in one direction means
that the Hessian matrix has one negative eigenvalue.

To complete the consideration of dynamical corrections,
the question remains as to how to compute them for the
Franck-Condon transition. The Franck-Condon principle
states that nuclei do not change nuclear motion state in
electronic transitions. To compute the dynamical correction
to the Franck-Condon transition the nuclear motion wave
function needs to be computed. A traditional approach in
quantum dynamics simulations mimicks the Franck-Condon

transition by promoting the ground vibrational state of the
system (i.e., the most populated) in S0 to the photoactive
state. It is possible to determine the ground vibrational state
by determining the time evolution in imaginary time (i.e.,
relaxation) with the S0 Hamiltonian until invariance in the
(imaginary) time-evolved state is achieved, in which case
the ground vibrational state is obtained

tf-i∞ 
(q)f 
0(q) (25)

where 
(q) is a reasonable guess (e.g., harmonic oscillator)
to the ground-state wave function, and 
0(q) the vibrational
eigenstate. q is a vector that defines the nuclear configuration
of the system. All that remains is to use an algorithm to solve
the time-dependent Schrödinger equation for a multidimen-
sional wave packet 
(q)

ip
∂

∂t

(q, t)) Ĥ
(q, t) (26)

where Ĥ is the Hamiltonian (total energy) operator for S0

ĤS0 ) T̂+ V̂S0 (27)

Here, V̂S0 is the potential energy surface for the ground
electronic state (which is the EVB functional form we have
fitted in this work, with parameters shown in Table 2), and
T̂ is the kinetic energy operator for the system, using the
same coordinate set. Recently one of us has published an
accurate and successful quantum dynamical simulation of
the transfer of an excess proton along a chain of water
molecules in which a linear model for the complete proton-
wire was adopted.47 The linearity of the model restricted the
motion of all atoms in the wire to take place along a line.
This assumption effectively halved (at least) the number of
degrees of freedom and thus is very appropriate for ulterior
dynamical studies. This linear model has also been adopted
here and in a related work where the PES presented here
has been used.59 Once the ground-state wave function has
been obtained, the total energy including dynamical correc-
tions to the Franck-Condon transition is obtained as

EFC ) 〈
0|Ĥ
S1|
0〉 (28)

This procedure allows us to obtain a numerically exact
(within the bounds of the model) value for the dynamical
energy for the ground vibrational state in S0 or zero-point
energy (ZPE) as

ES0 000 ) 〈
0|Ĥ
S0|
0〉 (29)

where the Hamiltonian corresponds now to the S0 electronic
state. In this way, a better estimate of the Franck-Condon
transition is obtained. To obtain the nuclear motion vibra-
tional ground state |
0〉 through relaxation dynamics and then
to compute EFC (eq 28) and the ZPE for the 000 species in
S0 (eq 29), the Multiconfigurational Time-Dependent Hartree
(MCTDH) wave packet propagation method has been
used,63–66 in particular, the Heidelberg MCTDH implemen-
tation.67 The energy results including the dynamical correc-
tions just described are represented also in Figure 6.

The most relevant change from the ‘static’ picture is the
relative energetic ordering of the structures in S1, because
as expected, the small static barrier of +1.9 kcal mol-1
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measured from the 000 minimum in S1 disappears once
dynamical corrections are included: the S1 000 structure is
now 4.0 kcal mol-1 above the transition state. This means
that the 000 species is not stable in S1. Moreover, after
dynamicalcorrectionshavebeenincludedintheFranck-Condon
transition, the initial state in S1 is now 1.8 kcal mol-1 above
the 000 structure. The process in the photoactive state is
predicted to occur without potential energy barrier.

Conclusions

An EVB-based approach to describe the energetics of
operation of heterogeneous proton-wires of arbitrary length
has been presented. The PES model described keeps the
number of parameters to be fitted to reference data points
low, by exploiting the idea of “protonation states,” which
makes this approach to construct PESes especially suited for
long proton-wires.

The method has been used to construct a potential energy
function for the ground and photoactive excited states of the
three-hydrogen-bond proton-wire in the surroundings of the
chromophore of the green fluorescent protein (GFP). This
is achieved within a reduced dimensionality model of the
EVB method described in this paper, in which the full proton-
wire is restricted to remain in a plane and in which each
hydrogen bond is restricted to be linear. As reference data,
a set of 338 CASPT2//CASSCF energy values for S0 and S1

(with an active space of 6 electrons in 6 π molecular orbitals),
covering all areas of configurational space relevant to the
operation of the proton-wire, has been used. As a result, this
paper contains two sets of 56 parameters, one for each
electronic state, describing the operation of the proton-wire
in GFP.

The fitted PESs have been analyzed in static terms (that
is, in terms of stationary points of potential energy). S0 is
seen to contain only a potential energy minimum in the
region of reactants. In S1, besides a deep minimum in the
region of photoproducts, a shallow minimum in the area of
reactants is also found. Consideration of the Franck-Condon
excitation energy (also in static terms) reduces the potential
energy barrier to an effective value of only +0.8 kcal mol-1.
The transition state structure corresponds to a concerted,
though asynchronous, motion of the three protons toward
the respective acceptor atoms: the proton of the chromophore
is the last to initiate its motion, while the proton of Ser205
at the other end of the proton wire leads the transfer.

Dynamical corrections computed either through the har-
monic oscillator approximation or, where possible, through
quantum dynamical wave packet relaxation dynamics reveal
that the shallow minimum in S1 in the region of reactants
exists only at a purely topological (that is, potential energy)
level and that the process is predicted to occur in an
essentially barrierless manner in the excited state.
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Laboratoire de Dynamique Moléculaire Institut de Biologie Structurale s Jean-Pierre
Ebel (CEA/CNRS/UJF s UMR 9075), 41 Rue Jules Horowitz, F - 38027 Grenoble,

Cedex 01, France

Received March 19, 2008

Abstract: The pDynamo program has been developed for the simulation of molecular
systems using hybrid quantum chemical (QC) and molecular mechanical (MM) potentials.
pDynamo is written in a mixture of the computer languages Python and C and is a successor
to the previous version of Dynamo, now denoted fDynamo, that was written in Fortran 90
(J. Comput. Chem. 2000, 21, 1088). The current version of Dynamo has a similar range of
functionality to the older one but extends it in some significant ways, including the addition
of a density functional theory QC capability. This paper gives a general description of
pDynamo and outlines some of the advantages and disadvantages that have been
encountered in switching computer languages. Some technical aspects of the implementation
of pDynamo’s algorithms are also discussed and illustrated with the results of example
calculations. pDynamo is available on the Web at the address http://www.pdynamo.org and
is released under the CeCILL license which is equivalent to the GNU general public license
but conforms to the principles of French law.

1. Introduction

Hybrid quantum chemical (QC) and molecular mechanical
(MM) potentials, which were first introduced by Warshel
and Levitt in 19761 in their study of the catalytic mechanism
of the enzyme, lysozyme, have become standard tools for
the investigation of reaction processes in condensed phase
systems. As witness to their utility are the increasing number
of modeling programs, both academic and commercial, that
implement hybrid potentials and the large number of papers
published that employ them (see refs 2 and 3 for recent
reviews).

In spite, or because, of this success, hybrid potential
techniques are the target of intense research which aims at
improving their precision and speed as well as the range of
problems to which they can be applied. Hybrid potentials
also represent a well-studied and relatively well-understood
example of a multiscale approach, in which methods that

operate at different scales-in this case electrons and
atoms-are coupled together and which are gaining in
importance in many areas of computational science.

For many years, our laboratory has been using hybrid
potentials to study the mechanisms of enzyme reactions. All
our work in this area is done with a program, Dynamo, that
we have written and which incorporates all the hybrid
potential methods that we have developed and with which
all our hybrid potential simulations are performed. Our policy
has been to make Dynamo freely available, with source code,
in the hope that it could prove useful to the wider scientific
community.

The aim of this paper is to introduce a new version of our
program, called pDynamo, that is written in Python4 and C,
and which succeeds the previous version, called fDynamo,
that was written in Fortran 90.5 The outline of this paper is
as follows. Section 2 gives a general description of the
pDynamo program, section 3 discusses, with examples,
certain aspects of its implementation, and section 4
summarizes.
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2. The pDynamo Program

A recent monograph6 that introduces some of the concepts
of molecular simulation employs pDynamo for its example
programs and explains many of its features. To avoid
duplicating what was said there, we shall restrict ourselves
in this paper to a brief overview of the pDynamo program
and shall present some of the more technical aspects of the
algorithms it implements. Interested readers seeking more
should refer to ref 6.

The current version of pDynamo may be downloaded from
the pDynamo Web site7 and is released under the CeCILL
license.8 This is similar in many respects to the GNU general
public license9 but has been drafted to conform to the
principles of French law.

2.1. Capabilities of the Program. pDynamo reproduces
and extends the functionality of its predecessor fDynamo.
Both programs permit the following general classes of
calculation or operation:

• Calculation of the potential energy of a system using
QC, MM, and hybrid QC/MM potentials. fDynamo em-
ployed the all-atom OPLS force field10 as its MM potential
and the semiempirical AM1, MNDO, and PM311–13 methods
as its QC potentials.

• Geometry optimization of a system to locate both minima
and saddle points.

• Reaction path determinations using a variety of methods,
including the nudged-elastic-band method.14

•Normal mode analysis.
• Classical molecular dynamics simulations for aperiodic

(vacuum) systems or for periodic systems in a variety of
thermodynamical ensembles.

• Monte Carlo calculations in the canonical and isobaric-
isothermal ensembles but limited to simulations of rigid
molecules using MM potentials.

• Miscellaneous tools that enable the imposition of
constraints, the manipulation of coordinates, and the analysis
of simulation data.

In addition, pDynamo introduces some new features,
including

• An easier and more powerful interface thanks to the use
of the Python computer language.4

• A density functional theory (DFT) QC method which
can be used alone or as part of a QC/MM hybrid potential.

• An increased range of semiempirical methods, including
PDDG15 and RM1.16

• The option of using the AMBER17 and CHARMM18

force fields in addition to OPLS.
• The possibility of performing geometry optimizations

or molecular dynamics and Monte Carlo simulation in
systems with arbitrary crystal symmetry and without the
restriction of the minimum image convention.

• The ability to read, write, or otherwise transform
molecular data between a larger range of standard molecular
formats, including MDL MOL format19 and SMILES.20

Two features currently missing from pDynamo that were
present in fDynamo are the abilities to calculate analytical
second derivatives for MM potentials and to perform path-
integral molecular dynamics simulations.

2.2. General Structure of the Program. pDynamo is
structured as a collection of modules and packages written
in Python,4 which is a dynamic, high-level, scripting
language that is becoming increasingly popular in scientific
computing due to its power and ease of use. pDynamo
provides no interface language of its own, and so users
perform pDynamo calculations by writing Python programs.
Although users only ever see Python, many of the most
computationally expensive parts of pDynamo’s algorithms
are implemented directly in C. The link between the Python
and C portions of the code is effected with the glue language
Pyrex.21

Currently pDynamo has about 140 Python modules made
up of approximately 65000 lines of computer code (excluding
third-party libraries) of which 35% are Python, 15% Pyrex,
and 50% C. The modules are divided into four groups. Three
of these are Python packages which in order of precedence
are:

• pCore is the most fundamental package in the pDynamo
program and contains modules that cope with basic program-
ming and mathematical tasks, such as file handling, linear
algebra, and the optimization of functions. The modules in
this package have been designed to be independent of
molecular simulation and could, if necessary, be employed
in other Python programs.

• pDynamo has modules that deal with the definition of
a molecular system and the calculation of its potential energy
using either QC, MM, or hybrid potential approaches.

• pBabel defines the modules that handle the input, output,
and transformation of molecular data between various
standard representations or file formats.22

The fourth group of modules, pMoleculeScripts, does not
comprise a package but consists of a series of miscellaneous
Python scripts which carry out various common tasks in
molecular simulation, such as geometry optimization, normal-
mode analysis, and molecular dynamics simulation. Modules
in pMoleculeScripts employ items from all of the packages
described above.

Python is not a pure object-oriented language but it permits
object-oriented programming, and it is this style which
pDynamo employs. All items in pDynamo are organized into
classes, and operations are performed by setting the attributes
or invoking the methods of class instances. Although elegant,
this approach can sometimes be cumbersome, and so it is
convenient for certain classes to define “helper” functions
that carry out particular operations without having to
explicitly instantiate them.

To get a flavor of what this means and also of the
flexibility that Python provides consider the pDynamo
program shown in Figure 1. This calculates the energy and
various other properties of a water molecule using the AM1,
MNDO, and PM3 semiempirical QC methods. The salient
points of this program are as follows, noting that all blank
lines and lines starting with a hash character, #, are ignored:

• Line 1 is a Python documentation line that gives a brief
description of what the program does.

• Lines 3-5 import items from the various pDynamo
packages that are to be used later in the program.
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• Line 8 defines a Python list containing the QC energy
models which are to be employed in the calculation. Each
item in the list is created by instantiating the class QCMod-
elMNDO with, as argument, a string that indicates the
appropriate MNDO Hamiltonian to use.

• Lines 12-19 form a loop in which the different energy
models are iterated over. Line 12 initiates the loop by
extracting, at each iteration, a model from the list of energy
models, whereas lines 13-19 form the loop’s body. In
contrast to other languages, Python employs indentation to
indicate which lines are to be iterated over, a return to the
original indentation level (in this case line 22) denoting an
end to the loop’s scope.

• Line 13 reads a MOL file of a water molecule using the
MOLFile_ToSystem helper function of the MOLFileReader
class. This function instantiates the class, opens, parses, and
closes the file, and then returns the file’s data as an instance
of the class System which, in this case, is assigned to the
variable molecule. System is in many respects the most

important pDynamo class as its instances represent molecular
systems that are to be simulated.

• Lines 14-15 invoke methods of molecule to define its
QC energy model and to output a concise summary of its
composition.

• Lines 16-19 calculate the potential energy, the atomic
charges (using a Löwdin analysis),23 and the dipole moment
vector for molecule. The results, along with the name of the
energy model (model.label), are saved on line 19 in the list
called results which was created before entry to the loop on
line 11. Note that the entire dipole moment vector is not
saved but only its magnitude which is determined by
invoking the vector’s Norm2 method.

• Lines 22-34 output the results of the calculation to a
table. Line 22 creates the table by invoking the appropriate
method of the variable logfile which, roughly speaking, is
pDynamo’s equivalent of standard output. Lines 23-28 set
up the table and its headers whereas lines 29-33 form a
loop that unpacks the results for each energy model from
results and then prints them.

Figure 1. A pDynamo Python program for calculating the energy of a water molecule using the AM1, MNDO, and PM3
semiempirical methods.
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2.3. Python/C versus Fortran. There were a number of
complementary reasons why the choice was made to switch
to Python from Fortran for the new version of Dynamo: (i)
Python is a high-level, dynamic language, with features such
as object-orientation and garbage collection, that greatly
simplifies the writing of programs, and (ii) Python is free
and open-source and has implementations for many different
platforms and operating systems. In constrast, even after more
than 15 years, there are still no fully reliable, open-source
Fortran 90 compilers, which has complicated the use of
fDynamo. (iii) Python has a very active development
community and an extensive standard module library that
performs a wide range of different tasks. This is an advantage
when compared not only to Fortran but also to other scripting
languages, such as Ruby.24 (iv) Running a fDynamo program
requires a preliminary compilation step, but this is unneces-
sary for pDynamo as running a Python program requires no
(explicit) compilation step and pDynamo’s C extension
modules are compiled when the program is installed.

On the downside, Python does have some disadvantages
compared to Fortran (or other compiled languages, such as
C). One of these is that many errors that would be caught at
compilation time in Fortran programs do not appear until
run time in Python because it is a dynamically typed
language. This behooves users to check thoroughly their
scripts on short simulations before running longer ones.

A more serious problem is one of execution speed as
Python programs are normally much slower than programs
of compiled languages. This drawback can be alleviated by
coding the computationally demanding parts of algorithms
in a compiled language (C in the case of pDynamo), but the
process of linking Python and C code is nontrivial. The use
of Pyrex helps greatly in this procedure, but it is yet another
language that has to be mastered.21

Given that one of the most important roles of pDynamo
in our laboratory is as a testbed for trying out new algorithms,
Python’s flexibility has proved more important than the
performance penalty that its use incurs. In general, though,
for standard types of calculation we aim to have no more
than a factor of 2 speed difference between pDynamo and
an equivalent algorithm coded in a compiled language.

3. Specific Topics

In this section, we illustrate with examples some aspects of
pDynamo’s QC and hybrid QC/MM potentials that have not
been presented elsewhere and, in particular, its DFT capabil-
ity. As yet, we have completed no full enzyme reaction study
with pDynamo, but such work is underway and will be
reported in due course.

3.1. DensityFunctionalTheoryImplementation.Semiem-
pirical QC methods have proved very useful in hybrid
potentials, but, clearly, there are situations in which ab initio
or DFT methods are necessary, either for validating the
results of semiempirical calculations or for treating systems
for which semiempirical methods are not very reliable, such
as those that contain transition methods. Given the success
and widespread use of DFT methods, we chose to incorporate

one of these techniques into Dynamo. Initial work was done
in fDynamo but was transferred to pDynamo as this version
developed.

We considered two approaches for adding a DFT method
to Dynamo. The first was to loosely couple Dynamo with
an existing stand-alone DFT program and enable com-
munication either through files or a minimal interface. The
second was to embed the DFT code into Dynamo in the same
way as the code of its existing QC methods. There are
advantages with both approaches. The former is easier
because changes to each of the coupled programs can be
minimized, whereas the latter allows a greater freedom in
the implementation of the DFT hybrid potential. In the end
we adopted the second approach because, when we started
this work, we were unable to find a reliable, open-source
DFT program that was appropriate for our needs, and so we
decided to write our own. Subsequently, we have also
employed the first approach, but we shall leave a discussion
of this until section 3.3.

For our initial DFT implementation, we selected a method
based upon Gaussian basis functions, as opposed to plane-
waves or other types of basis function, as we deem Gaussians
more suitable for the types of hybrid potential that we use
and the systems that we study. Currently, pDynamo’s DFT
module has the following features:

• Standard local and nonlocal (or generalized gradient
approximation) functionals are supported but only those that
do not include Hartree-Fock exchange.25 This means, for
example, that BLYP is present but not B3LYP.26

• A Coulomb-fitting (or RI) approximation is employed
to calculate the electron-electron repulsion terms in the
Kohn-Sham equations.27,28 All other terms are evaluated
directly with the orbital basis. The Coulomb-fitting basis,
like the orbital basis, uses Gaussians.

• Mixed Cartesian and real spherical-harmonic Gaussian
basis sets can be treated for both the orbital and Coulomb-
fitting functions. At present, integrals and their first deriva-
tives may be calculated if these involve functions of g angular
momentum or less, although extension to functions of higher
angular momentum would be straightforward. pDynamo is
distributed with a number of standard orbital and Coulomb-
fitting bases.

• All integrals are evaluated at the start of each energy
calculation and stored in memory. This improves speed but
limits the size of calculation that can be done on a machine
with 2 Gb of memory to one with approximately 400 orbital
and 1000 Coulomb-fitting functions, respectively. It is
possible that this restriction will be removed in the future
by going to a direct scheme, in which integrals are re-
evaluated when they are needed, or to one that uses external
files.

• The DFT correlation and exchange terms are evaluated
using Euler-Maclaurin radial quadrature and Lebedev angular
integration on atom-centered grids combined using Becke
weights.29,30 A variety of grids is provided which give
integrations of different accuracy.

The DFT implementation is reasonably efficient and, most
importantly, is done in such a way that whenever a
semiempirical QC calculation is performed, a DFT calcula-
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tion may be carried out instead. Thus, for example, in the
example of Figure 1 it would have been possible to add an
extra item to the energy models list, defined on line 8, that
corresponded to a DFT QC energy model with a particular
functional, integration grid and orbital and Coulomb-fitting
basis sets.

3.2. The Hybrid Potential. pDynamo’s hybrid potential
mirrors, in most respects, that of fDynamo5 and follows
closely the one developed by Field et al.31 In brief, the
potential partitions the atoms in a system into two regions,
one QC and the other MM. The total potential energy of the
system, E, can then be written as a sum of three termssone
for the atoms in the QC region, one for those in the MM
region, and a term which describes the interactions between
the twosas follows:

E[Ψ|F])EQC[Ψ|F]+EMM +EQC ⁄ MM[Ψ|F] (1)

The energy expression for the atoms in the QC region, EQC,
takes the form that is appropriate for the QC method being
used and will be a function(al) of the system’s wave function,
Ψ, for a molecular orbital method, or its density, F, for a
DFT method. Likewise, the energy of the MM region, EMM,
is evaluated in the way appropriate for the force field being
used. This term does not depend on the QC electronic
variables, Ψ or F, because all the force fields currently
available in pDynamo are nonpolarizable.

The QC/MM interaction energy, EQC/MM, consists of the
following two terms:

EQC ⁄ MM[Ψ|F])EQC ⁄ MM
el [Ψ|F]+EQC⁄MM

LJ (2)

The first term, EQC/MM
el , is for the electrostatic interactions

between the atoms of the QC and MM regions and will be
described in detail in the next section as it is here that some
changes have been made. The second term, EQC/MM

LJ , is
the Lennard-Jones interaction energy between the atoms of
the two regions and is calculated in the usual way for the
MM method.

Once the energy expression of eq 1 has been defined, it
can be used to set up the equations that must be solved to
obtain the wave function or electron density of the atoms in
the QC region in the standard way. This gives rise to the
Roothaan-Hall and Kohn-Sham equations for molecular
orbital and DFT methods, respectively.6,25 In practice,
pDynamo employs a single spin-restricted or spin-unre-
stricted determinant to represent the electronic wave function
or density for the system and solves the Roothaan-Hall or
Kohn-Sham equations using a self-consistent field (SCF)
technique, iterated to convergence, every time the geometry
of the system changes or, in other words, at each step of a
geometry optimization or of a molecular dynamics or Monte
Carlo calculation. It is important to emphasize that the
optimized wave function or density will be polarized by the
MM environment because the electrostatic QC/MM interac-
tions are included in the SCF procedure.

In those cases where there are covalent bonds between
QC and MM atoms, pDynamo employs a link-atom tech-
nique which is identical, except for the electrostatic interac-
tions, to that of fDynamo.5 In this scheme, all MM atoms
that have covalent bonds to QC atoms are marked as

“boundary” atoms. Each boundary atom has two compo-
nentssthe MM atom, with its associated parameters, which
represents the boundary atom in the MM calculation, and a
hydrogen link-atom which enters into the QC calculation.
The link-atom does not have an independent position of its
own because its coordinates are constructed as an analytic
function of the coordinates of its parent MM and QC atoms
each time an energy is calculated. This is done by placing
the link-atom along the QC-MM bond at a suitable distance
(∼1 Å) from the QC atom. The gradients of the energy with
respect to the link-atom coordinates, if these are calculated,
are easily partitioned between the parent MM and QC atoms
by a straightforward application of the chain rule. The
identification and handling of boundary and link-atoms is
handled automatically by pDynamo and requires no interven-
tion by the user. Although link-atom methods have been
criticized, they are robust and easy to implement and, in our
experience, are not consistently less accurate than alternative
approaches.

3.2.1. Electrostatic Interactions. The principle change in
the hybrid potential between pDynamo and fDynamo lies
in the treatment of the electrostatic QC/MM interactions. In
fDynamo, the QC/MM electrostatic energy was calculated
with the following formula

EQC⁄MM
el )∑

m

Qm{∑
q

Zqfnucleus(rq, rm)-

∫ drF(r)felectron(r, rm)} (3)

where F is the electron density of the QC atoms expressed
in terms of the QC density matrix and products of orbital
basis functions, r is a position vector, Z is a nuclear charge,
Q is a partial charge, and the subscripts q and m refer to QC
and MM atoms, respectively. The functions fnucleus and felectron

determine the distance-dependence of the electrostatic in-
teraction. For a DFT method they are both equal to the
inverse distance (i.e., 1/|r - rm|), whereas for the semiem-
pirical methods they have more complicated forms.

This expression is, of course, the natural, exact equation
for the interaction energy between a set of point charges and
a charge distribution consisting of a mixture of point charges
(nuclei) and continuous densities (electrons). However, when
extending our hybrid potentials with a DFT method, the
question arose as to whether this is necessarily the best
approach. First, the method is very expensive if there are
thousands of MM atoms as is typically the case for the
systems we study. Second, there is a great disparity in the
representations of the QC and MM atom charge distributions
as it is very detailed for the QC atoms and much more
primitive for the MM atoms. This being so, is it worth
calculating the interaction to such a high precision? Finally,
there is the ‘charge-sloshing’ effect. In a pure QC calculation,
the charge density of an atom is restricted by interaction with
the charge densities of the QC atoms around it. In a hybrid
potential (at least at the QC/MM boundary), charge can leak
from the QC region and accumulate unphysically in the MM
region. This is not so much of a problem for semiempirical
QC methods because their basis functions are very localized
but becomes one for ab initio and DFT calculations with
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Gaussian basis sets, especially as the size and diffusiveness
of the basis increases.

This led us to consider the following simplified expression
for the interaction energy which is appropriate for both
semiempirical and DFT hybrid potentials:

EQC⁄MM
el )∑

m
∑

q

QmQ̃q[F]fcharge(rm, rq) (4)

In this equation fcharge is the function that determines the
distance-dependence of the electrostatic interaction and Q̃q

is an effective charge for the QC atom q derived from the
atom’s nuclear charge and a population analysis of the
electron density, F. Note that the charges, Q̃q, are redeter-
mined at each iteration of an energy calculation’s SCF
procedure, so that they reflect the changes that are occurring
in the electron density as it converges.

Equation 4 addresses the three concerns cited above as
follows: (i) it is cheaper to calculate, because population
analysis is normally much less expensive than integral
calculation even if it has to be done at each step of an SCF
calculation; (ii) the expression treats the charge distributions
of the atoms in the QC and MM atoms in a much more
symmetrical way; and (iii) “charge-sloshing” can no longer
occur because the QC atom charges are localized on their
nuclei. The adoption of eq 4 also has the important advantage
that many of the efficient methods that exist for the treatment
of long-range interactions in MM calculations, whether these
be truncation or Ewald techniques, can be adapted straight-
forwardly to the hybrid potential case. It is our intention to
do this once we have confirmed to ourselves the robustness
of the point charge approach.

Clearly, the accuracy of eq 4 depends crucially upon the
form of the function fcharge and what type of population
analysis is used to determine the charges Q̃q. We have
examined a large number of different approaches, and our
work indicates that eq 4 can give results of an accuracy
comparable to that of eq 3. We have also looked at the best
way of calculating the electrostatic interactions for link atoms
with this representation. An article on this research is in
preparation and should be submitted shortly.32 It is worth
noting that although the current version of pDynamo employs
eq 4 to describe the QC/MM electrostatic interactions, it is
not excluded that future releases will also incorporate
methods based upon eq 3 if these are deemed necessary.

3.2.2. Example Calculations. To give an illustration of the
capabilities of pDynamo’s hybrid potentials, we describe in
this section calculations on two different types of periodic
system, the first a cubic box of 215 water molecules solvating
a methane molecule and the second a series of three
molecular, organic crystals with a mixture of space groups.
In each case, the calculations were repeated with a pure MM
potential and with both semiempirical and DFT QC/MM
hybrid potentials. The OPLS-AA force field10 with the TIP3P
water model33 was taken for the MM potential, the AM1
method11 for the semiempirical potential and, for the DFT
method, the BLYP functional26 with the 3-21G orbital34

and DeMon Coulomb-fitting35 basis sets.
All nonbonding (electrostatic and Lennard-Jones) interac-

tions between MM atoms and between QC and MM atoms

were treated with the atom-based, force-switching (ABFS)
method36 with inner and outer cutoffs of 8 and 12 Å,
respectively. This means that the fcharge function in eq 4 was
the one appropriate for ABFS electrostatic interactions.
Effective charges for the QC atoms in these interactions were
derived using a Löwdin population analysis of the QC density
matrix at each iteration of the SCF calculation. The deriva-
tives of the energy expression of eq 4 with Löwdin charges
are straightforward to determine using standard techniques,
both with respect to density matrix elements (required for
construction of the Fock and Kohn-Sham matrices) and
atomic coordinates (needed for calculation of the atomic
forces).37

As stated in section 2.1, fDynamo required that the
minimum image convention held when treating periodic
systems and, in addition, that the nonbonding interaction
cutoff was sufficiently large that QC atoms in the central,
periodic image did not interact with QC atoms in neighboring
images. In pDynamo this is no longer the case, and so it is
common (depending upon nonbonding cutoff and system
size) to have QC atoms of different images interact. These
situations are straightforwardly handled by modifying the
energy expression of eq 4 to include interactions of the form
Q̃qQ̃q′ fcharge (rq′, rq′) where the subscripts q and q′ refer to
QC atoms in different images. This modification also has
the consequence that it is possible to perform QC/MM
calculations in which all atoms in the central image are
defined to be in the QC region and there are no MM atoms
at all! In these cases, the only manifestation of the MM
potential is in the determination of the Lennard-Jones
interactions between the (QC) atoms of the central image
and their (MM) copies in the surrounding images. We shall
see examples of this type of calculation later.

As a first illustration, we simulated a system consisting
of a methane molecule solvated by 215 waters in a cubic
box of approximate dimension 18.8 Å. Calculations were
done with a pure MM potential and with hybrid potentials
in which the atoms of methane were treated quantum
chemically. Molecular dynamics simulations were performed
using the constant pressure and temperature leapfrog Verlet
algorithm of Berendsen et al.38 and consisted of a short
equilibration run of 10 ps followed by a data collection phase
of 100 ps in which coordinate data were saved every 50 fs.
Simulations were carried out at 1 atm and 300 K with
pressure and temperature coupling constants of 2000 ps atm
and 0.1 ps, respectively. The integration time step was 1 fs
meaning that the simulations with each potential needed
approximately 1.1 × 105 energy and force calculations.

The radial distribution functions (RDFs) between the
methane carbon and the water oxygens determined from these
simulations are shown in Figure 2. The curves are very
similar with the first peak being shortest and broadest for
the MM potential and sharpest in the QC(AM1)/MM
case. The QC(DFT)/MM curve is intermediate between the
two. The number of waters in the first solvation shell of
methane may be estimated by integrating the RDFs and
choosing the values that correspond to the distances of their
first troughs (∼5.5 Å). This gives approximately 21 waters
for each simulation.

1156 J. Chem. Theory Comput., Vol. 4, No. 7, 2008 Field



Figure 3 shows the average energies of interaction between
methane and the waters as a function of distance. The curves
are again very similar although for all distances for which
there is an interaction energy, the MM energies are the least
stabilizing and the QC(AM1)/MM energies the most. At
distances around 3 Å the MM energies are even slightly
destabilizing, a feature which is absent from the other two
calculations. Because there are 21 water molecules in the
first solvation shell of methane in each simulation, methane’s

average energy of interaction with a water in that shell is
approximately -0.5 kJ mol -1.

As a final analysis, it is also possible to calculate methane’s
charge distribution from the hybrid potential simulations. The
average Löwdin charges and their standard deviations on the
carbon were -0.27 ( 0.02 and -0.37 ( 0.01 in the AM1
and DFT cases, respectively.

The second set of calculations involved a series of three
molecular, organic crystals. These were obtained from the

Figure 2. Radial distribution functions, gCO(r), determined from simulations of a molecule of methane solvated in a cubic box
of 215 water molecules with the following potentials: MM s solid line; QC(AM1)/MM s long dashed line; QC(DFT)/MM s short
dashed line. In the last two calculations the methane molecule is in the QC region and the waters are in the MM region.

Figure 3. The average energy of interaction between methane and the surrounding water molecules as a function of cutoff
distance determined from the simulations with the following potentials: MM s solid line; QC(AM1)/MM s long dashed line;
QC(DFT)/MM s short dashed line.
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Cambridge Structural Database39 with codes HXACAN19,
LCDMPP10, and WABZOO and correspond to the mol-
ecules paracetamol,40 cyclo-L-alanyl-L-alanyl,41 and (3aR,
4R,4R,7aR)-2,2-dimethyl-3a,4,4,7a-tetrahydro-1,3-benzo-
dioxolane-4,7-diamine,42 respectively. The numbers of atoms
in the central image and the space groups are 20, 20, and 29
and P21a, P1, and R3, respectively.

Geometry optimizations of the crystals were done with a
pure MM potential and with semiempirical and DFT QC/
MM hybrid potentials in which both some and all of the
atoms in the central image were included in the QC region.
For those hybrid potential calculations in which there were
both QC and MM atoms in the central image, the atoms in
the QC region were the methyl group (HXACAN19), one
of the two symmetry-equivalent methyls (LCDMPP10) and
the five-membered ring along with its two methyl groups
(WABZOO). These partitionings mean that there will be link
atoms, one for each of HXACAN19 and LCDMPP10 and
two for WABZOO. To avoid catastrophic electrostatic
interaction between the partial charges of the link atom and
its neighboring MM atom, we adopted the redistributed
charge (RC) method of Lin and Truhlar43 for these illustrative
calculations. This involves an equal redistribution of the
partial charge of the MM atom to the midpoints of the bonds
between it and the MM atoms to which it is covalently
bound. A full assessment of this and other approximations
will be left to our future paper.32

Optimizations were carried out with a trust-radius, quasi-
Newton algorithm with a starting second derivative matrix
calculated with the MM potential at the experimental
geometry. All degrees of freedom, molecular internal and
crystal, were optimized with the restriction that the experi-
mental space group was maintained. A summary of the
results for the calculations is shown in Table 1. All
optimizations converged and no significant difference was
seen in the convergence behavior between the calculations

with different potentials. Each of the potentials produced
structures which remained close to the experimental one.

3.3. Coupling to External Programs. As an alternative
to pDynamo’s native DFT algorithms, it is also possible to
employ third party QC programs. This can be advantageous
when these programs are more efficient or provide comple-
mentary functionality, such as Hartree-Fock, post-Hartree
-Fock, or excited-state methods. In this section, we illustrate
what is possible by describing the coupling between pDy-
namo and the program ORCA.44 This is a free, general
purpose, quantum chemical package with a range of ab initio,
DFT, and semiempirical QC algorithms that is available in
binary form only.

Like many QC programs, ORCA requires a simple text
input file in order to run and writes results to a text output
file. Additional files are also produced in both text and binary
formats that contain extra information about the calculation
or quantities that could prove useful in future jobs (such as
density matrices). This mode of functioning clearly suggests
a model of coupling in which pDynamo writes an ORCA
input file, launches the ORCA executable, waits for its
termination, and then parses the output and other files for
whatever information it requires.

In our current implementation, pDynamo controls all
aspects of a simulation, and ORCA is only called when a
QC energy and, optionally, its gradients are needed. All
geometry optimization and other types of calculation, such
as molecular dynamics integration and reaction-path finding,
are done with pDynamo’s own algorithms. The coupling
between pDynamo and ORCA is transparent to users and
means that ORCA can be invoked in exactly the same way
as, and employed interchangeably with, pDynamo’s other,
in-built QC algorithms. Thus, in the example of Figure 1, to
calculate the energy, atomic charges, and dipole moment of
the water molecule with one of ORCA’s QC methods, it
suffices to instantiate the class corresponding to the ORCA

Table 1. Results for the Crystal Geometry Optimization Calculationsa

crystal property MM AM1/MM AM1 DFT/MM DFT

∆E -95.6 -175.8 -193.0 -152.0 -164.1
RMSCD 0.27 0.18 0.06 0.18 0.13

HXACAN19 a 12.48 (0.39) 12.50 (0.37) 12.46 (0.41) 12.50 (0.37) 12.55 (0.32)
b 9.17 (0.20) 9.14 (0.23) 9.73 (-0.36) 9.12 (0.25) 9.63 (-0.26)
c 7.23 (-0.14) 7.25 (-0.17) 7.19 (-0.11) 7.26 (-0.17) 7.22 (-0.14)
� 115.9 (-0.3) 115.9 (-0.2) 119.46 (-3.8) 115.7 (-0.1) 119.2 (-3.6)
∆E -172.6 -199.7 -302.2 -193.0 -268.9
RMSCD 0.10 0.10 0.10 0.11 0.08
a 7.62 (0.45) 7.62 (0.45) 7.66 (0.41) 7.66 (0.40) 7.61 (0.45)

LCDMPP10 b 6.11 (-0.02) 6.10 (-0.01) 5.99 (0.09) 6.11 (-0.03) 6.04 (0.05)
c 5.34 (-0.18) 5.34 (-0.19) 5.22 (-0.07) 5.33 (-0.18) 5.38 (-0.22)
R 133.5 (-1.8) 133.6 (-1.9) 131.8 (-0.1) 133.7 (-2.0) 132.4 (-0.7)
� 79.7 (2.7) 79.9 (2.5) 80.7 (1.7) 79.3 (3.1) 82.0 (0.4)
γ 105.9 (0.7) 105.8 (0.8) 106.6 (0.0) 106.1 (0.4) 106.5 (0.1)
∆E -128.8 -134.9 -144.4 -105.7 -86.3

WABZOO RMSCD 0.37 0.20 0.23 0.25 0.34
a 12.65 (-0.05) 12.64 (-0.05) 12.68 (-0.08) 12.59 (0.00) 12.59 (0.00)
R 117.9 (0.1) 118.0 (-0.01) 117.9 (0.1) 117.9 (0.1) 117.9 (0.1)

a MM, AM1/MM, AM1, DFT/MM, and DFT refer to calculations with the following potentials: MM; QC(AM1)/MM with both QC and MM
atoms in the central image; QC(AM1)/MM with no MM atoms in the central image; QC(DFT)/MM with both QC and MM atoms in the central
image; and QC(DFT)/MM with no MM atoms in the central image. ∆E and RMSCD are the energy lowering (kJ mol-1) and RMS coordinate
difference (Å) between the experimental and geometry optimized structures. The RMSCDs were calculated after superimposing the
optimized structure upon the experimental one. a, b, c, R, �, and γ refer to crystal unit cell distances (Å) and angles (°) for the optimized
structures with the numbers in brackets giving the difference from the experimental values (experimental minus optimized).
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QC model with the appropriate options and then add this to
the energy models list.

The ORCA input file written by pDynamo when it invokes
ORCA contains all the information necessary to perform an
energy and gradient calculation. This includes a definition
of the QC atoms and their coordinates along with various
keywords that specify quantities such as the QC method,
basis sets, and the system’s charge and spin multiplicity.
ORCA also permits QC calculations in the presence of non-
QC point charges, and so, in a hybrid potential calculation,
the input file contains the charges and the coordinates of the
MM atoms as well.

Once the ORCA calculation is finished, pDynamo parses
the appropriate files produced by ORCA during the run.
These include the output file from which information, such
as the atomic charges, is obtained and another file called
the ‘engrad’ file. The latter contains the total energy of the
system and the gradients with respect to the coordinates of
the QC and, equally importantly, the non-QC (or MM) atoms.
The fact that ORCA calculates these latter gradients is in
marked contrast to most other QC programs and greatly
simplifies its use as part of a hybrid potential.

The energy calculated by ORCA in the presence of point
charges includes not only the interaction energy between the

Figure 4. Energy profiles for rotation about the central C-C bond of butane calculated with the following potentials: MM s solid
line; QC(AM1)/MM with half the molecule in the QC region s long dashed line; QC(MP2)/MM with half the molecule in the QC
region s short dashed line; MP2 s dotted line. Only half the profile is shown as it is symmetrical.

Figure 5. Energy profiles for the cyclohexane chair/twist-boat isomerization calculated with the following potentials: MM s solid
line; QC(AM1)/MM s long dashed line; QC(HF)/MM s short dashed line; QC(MP2)/MM s dotted line.
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QC atoms and the point charges but also the interaction
energy between the point charges themselves. This means
that the only electrostatic energy that pDynamo needs to
calculate when using ORCA is that which would normally
be excluded between MM atoms, i.e. that between MM atoms
that are separated by one, two, and three bonds. This is rapid
and straightforward to do and is subtracted from ORCA’s
total energy. All other energy terms, including the Lennard-
Jones interactions involving QC and MM atoms, are handled
by pDynamo in its normal fashion.

As a final point in the discussion of the technical aspects
of the pDynamo/ORCA coupling, it is worth noting that
hybrid potentials employing ORCA will be less flexible than
those using pDynamo’s in-built QC models because ORCA
calculates the QC/MM electrostatic interactions following
eq 3, not eq 4. This is time-consuming if there are large
numbers of point charges; limits applications to ‘vacuum’
systems as periodic boundary conditions cannot be treated
and may introduce artifactual boundary effects when simu-
lating large systems due to the long-range nature of the
electrostatic 1/r interaction.

We illustrate the coupling of pDynamo and ORCA with
two sets of simple hybrid potential calculation, one that
determines the energy profile for rotation about the central
C-C bond of butane and the other for the chair/twist-boat
isomerization in cyclohexane. In both sets of calculation we
employed four potentials consisting of (i) a pure MM model
using the OPLS-AA force field;10 (ii) a QC(AM1)/MM
hybrid potential using pDynamo’s in-built AM1 method; (iii)
a pDynamo/ORCA hybrid potential with a Hartree-Fock
method and the 6-31G/ basis set;45 and (iv) a pDynamo/
ORCA hybrid potential with an MP2 method and the
6-31G/ basis set. To facilitate comparison between the
different potentials all nonbonding interactions calculated by
pDynamo were determined exactly (i.e., without truncation
or the ABFS approximation), and the electrostatic interactions
around link-atoms in ORCA were evaluated using the same
RC approximation as described in section 3.2.2.

The energy profiles for rotation about the central C-C
bond of butane were obtained by optimizing the butane
structure with the appropriate potential while constraining
the C-C-C-C torsion angle to have a specific value.
Optimizations were done in 5o increments in the range -180o

to 0o (as the profiles are symmetric about 0o). In the
calculations with the three hybrid potentials, four different
partitionings of the molecule were tried with increasing
numbers of atoms in the QC region. These were a terminal
methyl group, half the molecule, all but a terminal methyl
group, and the complete molecule (i.e., equivalent to a pure
QC calculation).

A selection of the profiles that were obtained is shown in
Figure 4, whereas the full set of profiles are included as
Supporting Information. From Figure 4 it can be seen that
the pure MM and pure MP2 profiles are very similar although
the energy of the MP2 s minimum (at -60o) is slightly lower.
Likewise the two hybrid potential profiles, one AM1 and
one MP2, agree well although the energy barriers, and the
energies of the second minimum are higher than for the MM
and MP2 profiles.

As a second example, we calculated energy profiles for
the isomerization of the chair to twist-boat forms of cyclo-
hexane using the self-avoiding walk method of Elber et al.46

In the cases where hybrid potentials were used, half the
molecule was placed in the QC region (i.e., three consecutive
CH2 groups). Energy profiles were determined using 11
structures and are shown in Figure 5. It can be seen that the
profiles obtained with the MM potential and with the two
ab initio hybrid potentials (HF and MP2) agree very well,
whereas the QC(AM1)/MM profile has a much lower barrier.

4. Summary

In this paper we have presented a new version of our
Dynamo simulation program which is designed to study
molecular systems with hybrid QC/MM potentials. The new
version, pDynamo, is written in the languages Python and
C and succeeds the previous version, fDynamo, which was
written in Fortran 90. The switch to Python makes pDynamo
much easier to use but has required that parts of the program
be coded in C so that its computational efficiency approaches
that of the Fortran version. pDynamo supports a similar range
of molecular simulation algorithms as fDynamo but has some
significant new capability, including the addition of a DFT
QC method.
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Abstract: Among the π interactions, the anion-π interaction has been a novel type of interaction.
In the cases of halide-π complexes, which are the most typical examples of the anion-π
interaction, the theoretically predicted and experimentally observed structures in the gas phase
are quite different from the most frequently observed crystal structures. We here investigate
the structural changes in complexation of the F-/Cl- ion with triazine (TAz) as the number of
water/acetonitrile molecules increases from 1 to 4. Both the covalent bonding type for F--TAz
and the hydrogen-bonding type for Cl--TAz, which are the lowest-energy structures in the gas
phase, change to the solvent-mediated anion-π-type or displaced anion-π-type complexes.
This study explains why the (displaced) anion-π-type complexes with some flexible orientations
are most common in many crystal structures.

Introduction

As intermolecular interactions involving π rings1 play an
important role in diverse chemical and biological systems,
this understanding is vital for the design of nanomaterials
and functional molecular systems.2 Aromatic rings interact
with other aromatic rings (π-π interactions),3 cations
(cation-π interactions),4 hydrogen donors (H-π interac-
tions),5 lone pairs (lp-π interactions),6 and anions (anion-π
interactions),7–11 depending on the nature of π-ring systems
and molecular partner systems involved. Compared with
π-π, cation-π, and H-π interactions, the lp-π and
anion-π interactions have very recently been investigated,
because aromatic rings were considered as electron sources
which give repulsive interactions with anions. The anion-π
interactions are highly contrasted to the cation-π interac-
tions. Schneider et al.7 initially published experimental
evidence of π interactions between anions and aryl groups
of several host-guest systems, and then they introduced the
term “anion-π interaction”. Gallivan and Dougherty and
Danten et al. theoretically suggested the interaction of the
negatively charged lone pair (lp) of water oxygen with the
electron-deficient π ring of hexaflulorobenzene.6a,b Recently,
anion-π interactions have been extensively investigated for

the strategy toward a new type of anion recognition, host
architecture, and supramolecular self-assembly.8–11

Halides can interact with π systems in a few different
complexation forms: covalent-bonding type, hydrogen-bond-
ing type,12 and noncovalent-anion-π type. Mascal et al. and
Berryman et al.11 have shown that π-ring systems interacting
with halides in the gas phase form either the H-bonding
complexes or the covalent complexes (due to nucleophilic
attack), whereas the complexes involving anion-π interac-
tions are less stable in many cases. This has been successfully
demonstrated by recent experimental studies by Schneider
et al.13 The covalent-type complexes generally referred to
as “Mesenheimer” complexes14 are found to be the key
intermediates in the nucleophilic aromatic substitution (SNAr)
mechanism, and they have been characterized to be stable
in the gas phase.15 However, these are quite in contrast to
the fact that the anions interacting with electron-deficient
π-aromatic systems have relatively flexible orientations
randomly distributed on the top of the ring in the Cambridge
Structural Database.8d,11b These contrasting results between
the crystal observation (noncovalent-bonding type) and the
gas-phase structures (covalent-bonding/H-bonding type) de-
mand further theoretical investigations of the anion-π
systems in the presence of solvating molecules. Additionally,
as the solid-phase anion-π complex structures are crystal-
lized from the solvent medium, many of the crystal structures* kim@postech.ac.kr.
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are found to be cocrystallized with the solvent molecules;
thereby, the anions interact with an electron-deficient π-ar-
omatic system on one side and the solvent molecules and
other coordinating moieties on the other side. Figure 1
displays the representative examples of S-triazine (TAz;
C3N3H3)-based compounds cocrystallized with the anions,
coordinating metal ions, and solvent molecules.16,17

It is presumable that the crystal structure of the anion-π
complexes would reflect the way the anion interacts with
the π system in the solvent medium or at the onset of the
crystal packing. During the transition from the normal
solvated state to the partially desolvated lattice (onset of
crystal packing when solvent molecules start displacing out
due to the evaporation of the solvent), this partially solvated
status would allow both anions and π moieties to be more
attractive. As the partially desolvated lattice slowly loses
further solvent molecules, the interaction between the anion
and π moiety would be stronger, which eventually forms
the crystal packing structure. Yet, microscopic structures of
the anion-π complexes in the presence of solvating mol-
ecules are hardly predictable because the solvation of anions
and π rings could give a drastic change in the complexion
type as compared with the gas-phase structures. It is also
conceivable that the electrostatic interaction, which dominates
in the covalent type and H-bonding type, would become
much less significant in the presence of polar solvent
molecules due to the competition between the anion-solvent
interaction and the anion-π interaction. Thus, a theoretical
understanding on structural changes of the anion-π com-
plexes in the presence of solvent molecules would help
explain why covalent-bonding-type interactions are hardly
observed, while the (displaced) anion-π types are most
commonly observed in many crystal structures of the anions
interacting with electron-deficient π-aromatic systems. How-
ever, the effect including counter cations could also play a
significant role, but this has not been considered in the
present study since, in most cases, the counter cations tend
to be solvated away from the anions in the condensed phase.

TAz is a remarkable unit for supramolecular assembly and
is known to interact with anions.18 In this regard, we have
studied the model complexes of TAz and F-/Cl- solvated
by up to four water/acetonitrile molecules [TAz · · ·F-/
Cl- · · · (H2O/CH3CN)n)0∼4] and show that, as the number of
solvent molecules increases, the covalent- or H-bonding-type

complex changes to the solvent-mediated anion-π complex
with the anion located above the π system.

Calculation Methods

We performed ab initio calculations using the Gaussian 03,
Molpro, and Turbomole programs.19 To search for low-lying
energy structures, we have extensively investigated many
possible configurations on the basis of our previous experi-
ences to generate low-lying energy structures from various
molecular clusters.20 For hundreds of structural isomers, we
have carried out geometry optimization using Moller-Plesset
second-order perturbation theory (MP2) for smaller systems
and the resolution of the identity approximation (RI) of MP2
(RI-MP2)21 for larger systems with the 6-31+G* basis set.
Then, a number of lower-energy structural isomers were
optimized using the MP2 method with the aug-cc-pVDZ
(abbreviated as aVDZ) basis set. The frequency analysis was
made at the MP2/aVDZ level of theory to confirm the
minimum-energy structures. For this low-energy conformer
search, the cases for mono- to trisolvation are rather intuitive,
while the cases for tetra-solvation require extensive inves-
tigation. The present study is indeed an extensive study to
search for the low-lying energy structures for nanosolvation.
Thus, we believe that the structures reported here would be
the lowest-energy structures for each given cluster because
practically all possible topological isomers have been
investigated, and high-level ab initio calculations have been
made along with the frequency analysis. Energies were
obtained with the basis set superposition error correction.
On the MP2/aVDZ geometries, we carried out the MP2/aug-
cc-pVTZ (abbreviated as aVTZ) calculations, and the
complete basis set (CBS) limit interaction energies at the
MP2 level were obtained on the basis of the extrapolation
method exploiting the fact that the electron correlation energy
is proportional to N-3 for the aug-cc-pVNZ basis set.22,23

Coupled cluster calculations with single and double excita-
tions (CCSD) with aVDZ basis set on the MP2/aVDZ-
optimized geometries were performed. Given the importance
of a higher level of correlation energies, the CCSD/CBS limit
interaction energies (∆Ee

C) were evaluated from the MP2/
CBS limit interaction energies by adding the difference
between the MP2/aVDZ and CCSD/aVDZ interaction ener-
gies. Using the MP2/aVDZ zero-point energies (ZPE), the
ZPE-corrected interaction energies (∆E0) at the CBS limit
were evaluated. The amount of intermolecular charge transfer
based on the natural bond orbital (NBO) analysis24 was
computed at the MP2/aVDZ level.

Results and Discussion

Figure 2 shows the low-lying energy structures of TAz · · ·F-/
Cl- · · · (H2O/CH3CN)n)0∼4 (a/b/c/d) complexes optimized at
the MP2/aVDZ level of theory. TAz interacts with F-/Cl-,
forming a few different kinds of isomers: (i) covalent
interactions [C type] (where the F- ion attacks a C atom of
TAz, resulting in transformation from the sp2 to sp3 hybrid
orbital), (ii) weakly covalent interactions [Cw type] (where
the carbon atom of TAz to which the Cl- ion is attached
holds the sp2 type), (iii) H-bonding interactions [H type]

Figure 1. Fragments of the X-ray crystal structures of (a)
diaqua-chloro-(2,4-bis(2-pyridyl)-6-(2-pyridinio)-1,3,5-triazine)-
nickel (CCDC No. 254390) and (b) [Cu3Cl5(opytrizediam)-
(MeOH)](Cl)-6.1CH3OH-C4H8O (CCDC No. 188817) (refs
14 and 15). Distances are in Ångstroms.
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(where F-/Cl- interacts with a H atom of TAz by H-
bonding), (iv) noncovalent anion-π interactions [π type]
(where the F-/Cl- ion is located above the centroid of TAz),
and (v) solvent-mediated displaced anion-π interactions [π′
type]. The F-/Cl- ion and TAz are connected with water/
acetonitrile molecules mainly with H(TAz) · · ·N/O(solvents),
N(TAz) · · ·H(solvents), and H(solvents)δ+ · · ·F-/Cl- H-bond-
ing. In our notation of the structures, the solvent hydrogen
bonds are not taken into account because these are always
present. The O/N lone pair of a water/acetonitrile molecule
hydrogen-bonded to a F-/Cl- ion has a lp-π interaction [L
type] with TAz.6 These are represented as either a π′L type
(displaced anion-π and lp(solvent)-π combined interaction)
or an HL type (H-bonding and lp(solvent)-π combined
interaction). In the figure, for each interaction type (Y: C/Cw/
H/π/π′/π′L/HL), prefix “n” in notation “nYn1n2” is the number

of solvent molecules, and the suffix “n1/n2” is used to
designate notation between different structures. “n1/n2” is
correlated to the number of H(solvent)-N(TAz) or lp(sol-
vent)-H(TAz) H bonds (<3.0 Å), respectively (but not the
real number of H bonds). Although the O · · ·O bond length
indicating the radius of the first hydration shell (reflecting
the direct interaction) in the liquid water is often given as
3.4-3.5 Å (or the H · · ·O distance as 2.5 Å),25 the H · · ·N
or lp · · ·H distances within 3.0 Å are denoted as pseudo H
bonds in Figure 2, because in clusters, even long H-bond
distances show the direct interaction because of the absence
of the second solvation shell. Since the distance to represent
the on/off H bond cannot be clearly defined in clusters, the
above H-bond distances are not used to count the correct
number of H bonds but are used for the proper designation
of each cluster to distinguish between different structures.

Figure 2. MP2/aVDZ low-lying energy structures of TAz · · ·X- · · · (Solv)n)1∼4, where X ) F/Cl and Solv ) H2O/CH3CN. (a)
X/Solv ) F/H2O, (b) X/Solv ) F/CH3CN, (c) X/Solv ) Cl/H2O, and (d) X/Solv ) Cl/CH3CN. For each interaction type (C,
covalent-bonding; Cw, weakly covalent-bonding; H, H-bonding; π, anion-π interaction; π′, displaced anion-π interaction;
HL, H-bonding and lp(solvent)-π combined interaction; π′L, displaced anion-π and lp(solvent)-π combined interaction),
the prefix “n” and suffix subscripts “n1/n2” in notations “nYn1n2” (Y, C(w)/H/π(′ )/HL/π′L) are the number of solvent molecules
and the number of H(solvent)-N(TAz)/lp(solvent)-H(TAz) H bonds (<3 Å), respectively. The lowest-energy conformer for
each solvated structure is marked in bold. A structure marked “*” denotes that it changes to another lower-energy structure.
Namely, in a, for n ) 2, the C-type complex merges to the anion-π complex [2π11], while for n ) 3, the H-type complex
merges to the π′L-type complex [3π′L20]. In b, for n ) 1, the π-type complex merges to the C-type complex, while for n )
3, the π′-type complex merges to the π-type complex [3π03]. In c, for n ) 2, the Cw-type complex merges to the anion-π
complex [2π11], while for n ) 3, the H-type complex merges to the π′L-type complex [3π′L20]. In d, for n ) 2, the Cw-type
complex merges to the π′-type complex [2π′11].
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We have listed the ∆Ee
C (CCSD/CBS energy) and ∆E0 (ZPE-

corrected CCSD/CBS energy) of the complexes (Figure 2)
in Table 1.

We first consider the case of TAz · · ·F- · · · (H2O)n)0∼4

complexes (Figure 2a). For n ) 0 and 1, the C-type
complexes [0C00, 1C10] are the lowest-energy structures. As
in the previous gas-phase ab initio studies by Mascal et al.
and Berryman et al.,11 we note that the C-type complex of
0C00 is more stable than the H-type-[0H00]/π-type-[0π00]
complex by 22/14 kcal/mol in ∆E0. For n ) 1, 1C10 is lower
than 1H10/1π01/1π′L00 by 3/5/5 kcal/mol. For n ) 2, the H
type [2H10′] is the most stable, while the covalent-bonding
type merges to the π type [2π11]. For n ) 3, the H type
merges to the water-mediated displaced anion-π complex
[3π′L20], while 3π30 is the lowest-energy structure, which is
nearly isoenergetic to 3π′L20. For n ) 4, the displaced
anion-π complex [4π′L21] is nearly isoenergetic to or only
0.5 kcal/mol more stable than 4π12. This small energy
difference between the displaced anion-π type and the
anion-π type explains that these complexes would have
relatively flexible orientations. The successive interaction
energies [∆∆E0 ) ∆E0(n) - ∆E0(n - 1)] of the most
favorable complexes by the sequential addition of water
molecules from n ) 1 to n ) 4 are 18.30, 4.25, 1.74, and
1.16 kcal/mol, showing a dramatic change in complex type
(C type for n ) 1, H type for n ) 2, π type for n ) 3, and
π′L type for n ) 4).

In the case of TAz · · ·F- · · · (CH3CN)n)0∼4 complexes
(Figure 2b), for n ) 0 to n ) 2, the C-type complexes [0C00,
1C10, 2C20] are the lowest-energy structures. Although the
anion-π complex for n ) 1 merges to the covalent-bonding-
type complex [1C10], the anion-π complexes for n ) 3 and

4 are the lowest-energy structures. The π-type complex of
3π03/4π12 is 1 kcal/mol lower than the HL-type complex of
3HL20′/4HL20.

In the case of TAz · · ·Cl- · · · (H2O)n)0∼4 complexes (Figure
2c), for n ) 0 to n ) 2, the H types [0H00, 1H10, 2H10] are
the most stable complexes, while for n ) 3 and 4, the π′L
types are the most stable. In the gas phase, the H-type
complex of 0H00 is 2/3 kcal/mol less stable than the Cw-
type/π-type complex. For n ) 2, the Cw-type complex
merges to the π type, while for n ) 3, the H-type complex
merges to the solvent-mediated displaced anion-π com-
plex [3π′L20], which is the lowest-energy structure. The
∆∆E0 values of the most preferable structures by the
sequential addition of water molecules (n ) 1-4) are 0.5,
0.22, 1.85, and 0.21 kcal/mol, respectively. A large change
from ∆E0(2) to ∆E0(3) reflects a conformational change from
the H type to the π′L type.

In the case of TAz · · ·Cl- · · · (CH3CN)n)0∼4 complexes
(Figure 2d, Table 1), for n ) 0, 1, and 2, the H-type
complexes are the most stable isomers, while the lowest-
energy structures for n ) 3 and 4 are the anion-π-type
complexes where the Cl- ion is above the centroid of TAz,
as in the case of the F- complex.

In the absence of solvent molecules, the C type is the
lowest-energy structure in the TAz · · ·F- complex, and the
H type is the lowest-energy structure in the TAz · · ·Cl-

complex. However, for both cases, in the presence of three
water/acetonitrile molecules, the solvent-mediated anion-π-
type complexes become the lowest-energy structures. These
interesting trends are depicted in Figure 3.

For the TAz · · · F- complexes, the covalent-bonding
C-type interactions are characterized by the substantial

Table 1. CCSD/CBS Limit Interaction Energies (in kcal/mol)a

C(w) type H(L) type π type π′(L) type

n conf ∆dc ∆E e
C ∆E 0 conf ∆dH ∆E e

C ∆E 0 conf ∆dface ∆E e
C ∆E 0 conf ∆dcen ∆E e

C ∆E 0

TAz · · ·F- · · · (H2O)n)0∼4

0 0C00 1.51 -33.99 -32.73 0H00 1.53 -18.28 -18.70 0π00 2.54 -11.27 -11.23
1 1C10 1.53 -17.04 -14.43 1H10 1.66 -13.68 -11.48 1π01 2.65 -10.00 -9.15 1π′L00 3.50 -10.36 -9.46
2 2H10′ 1.75 -11.21 -10.18 2π11 2.72 -9.35 -8.01 2π′L10 3.59 -9.69 -8.27
3 3π30 2.76 -8.71 -8.44 3π′L20 3.67 -9.02 -8.30
4 4π12 2.92 -7.65 -6.78 4π′L21 3.78 -8.94 -7.28

TAz · · ·F- · · · (CH3CN)n)0∼4

1 1C10 1.52 -19.39 -17.11 1HL00 1.75 -11.91 -10.85
2 2C20 1.56 -11.25 -9.17 2HL20 1.82 -9.92 -8.88 2π′11 3.39 -8.53 -7.23
3 3C30 1.60 -5.71 3HL20′ 1.88 -8.34 3π03 2.79 -9.33
4 4HL20 2.00 -7.76 4π12 2.79 -8.82

TAz · · ·Cl- · · · (H2O)n)0∼4

0 0Cw
00 2.90 -7.04 -6.83 0H00 2.30 -9.39 -9.25 0π00 3.14 -6.63 -6.52

1 1Cw
10 2.97 -8.23 -6.96 1H10 2.31 -9.97 -8.75 1π10 3.15 -7.48 -6.17 1π′L00 4.24 -7.37 -6.73

2 2H10 2.40 -9.84 -8.53 2π11 3.21 -8.39 -7.19 2π′L10 4.28 -8.79 -7.61
3 3π21 3.22 -6.48 -6.18 3π′L20 4.34 -7.57 -6.68
4 4π31 3.25 -4.98 -5.66 4π′L21 4.35 -6.57 -6.47

TAz · · ·Cl- · · · (CH3CN)n)0∼4

1 1Cw
01 3.04 -7.65 -6.92 1HL10 2.40 -7.70 -7.07 1π01 3.20 -6.94 -6.32 1π′10 4.44 -6.97 -6.39

2 2HL20 2.41 -7.78 -6.78 2π02 3.24 -7.47 -6.29 2π′11 4.36 -7.70 -6.54
3 3HL11 2.49 -6.59 3π03 3.31 -7.57 3π′30 4.38 -6.86
4 4HL11 2.54 -6.80 4π22 3.31 -7.50 4π′11 4.21 -6.89

a ∆E0 is the ZPE-corrected ∆Ee
C (CCSD/CBS). The frequencies for ZPE were evaluated at the MP2/aVDZ level. The CCSD/CBS

energies were obtained as [ECCSD/CBS ) EMP2/CBS + (ECCSD/aVDZ - EMP2/aVDZ)], where the MP2/CBS energies were estimated on the basis of
the extrapolation method exploiting the fact that the electron correlation energy is proportional to N-3 for the aVNZ. The distance between
F- and C(TAz)/H(TAz)/Face(TAz)/Center(TAz) is ∆dc/∆dH/∆dface/∆dcen. The lowest-energy conformers are denoted in bold characters.
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charge transfer from the F- ion to the π system, whereas
the charge transfer is small for the H type and insignificant
for the π type and π′L type (Table 2). The anion-π
interactions related to the π type/π′L type have substantial
dispersion energies, while the H-bonding related to the H
type is mostly electrostatic. In particular, the charge-
transfer-driven C-type interactions are highly susceptible
to polar solvents like water because these interactions
compete with the charge-transfer-driven ionic H-bonding,
similar to the special type of H-bonding species
(F-H-OH)-. In the presence of water molecules, for n
) 1, the C-type interaction dominates (a charge transfer
of 0.46 au from the F- ion to the π system), so that the
(F-H-OH)- ionic H-bonding interaction is not properly
formed. However, for n ) 2, the ionic H-bonding
interaction dominates, so the carbon atom to which the
F- ion was attached when n ) 0/1 is no longer of the sp3

type, and it returns to the sp2 type. As a result, in the
presence of more than two water molecules, H/π/π′L-type
interactions are more stable than the C-type interac-
tion.

These charge-transfer-driven C-type interactions are less
susceptible to the solvents of the relatively lower dielectric

constant. Therefore, in contrast to the case in the aqua phase,
in the presence of the acetonitrile molecules, the (F-
H-CH2CN)- ionic H-bonding interaction does not compete
with the charge-transfer-driven C-type interaction. The charge
transfer from F- to TAz by forming the sp3-type carbon is
0.48/0.44/0.39 au for n ) 1/2/3. In the F- · · · (CH3CN)n)1∼3

complexes, the charge transfer from the F- ion to the
acetonitrile molecules is only 0.03/0.05/0.07 au. For n ) 3/4,
thecomplexationischaracterizedbytheN(acetonitrile) · · ·H(TAz)
H-bonding and the acetonitrile-mediated π-type interaction.
This is because the solvation by acetonitrile molecules drives
the anion to be located above the π ring, allowing a large
empty space for the stabilization of the excess electron
around the anion.

For the TAz · · ·Cl- complexes, in the presence of solvent
molecules, weakly covalent-bonding Cw-type interactions are
characterized not only by small charge transfer (0.07/0.05
au for n ) 0/1) from the Cl- ion to the π system like the
H-type interactions (0.06/0.04 au) but also by the sp2-type
carbon (different from the sp3-type carbon in the F-

complexes). Also, for the TAz · · ·Cl- complexes, the covalent-
bonding-type complexes are not the lowest-energy structures
in the presence of water/acetonitrile molecules. For n ) 0/1/

Figure 3. ZPE-corrected CCSD/CBS limit interaction energies [∆E0], (a) X/Solv ) F/H2O, (b) X/Solv ) F/CH3CN, (c) X/Solv )
Cl/H2O, and (d) X/Solv ) Cl/CH3CN for the low-lying energy structures of TAz · · ·X- · · · (Solv)n)1∼4. Dotted lines are for the ZPE-
uncorrected values.

Table 2. Charge Transfer (in MP2/aVDZ NBO Charge in au) from the F- Ion to the π System (∆qπ) and the Solvent
Molecules (Water/Acetonitrile; ∆qs)

F-(solv)n C type H(L) type π type π′(L) type

n ∆qs conf ∆qπ/∆qs conf ∆qπ/∆qs conf ∆qπ/∆qs conf ∆qπ/∆qs

TAz · · ·F- · · · (H2O)n)0∼4

0 0C00 0.51 0H00 0.11 0π00 0.02
1 0.12 1C10 0.46/0.04 1H10 0.06/0.07 1π01 0.02/0.11 1π′L00 0.04/0.11
2 0.17 2H>10′ 0.05/0.12 2π11 0.02/0.15 2π′L10 0.02/0.15
3 0.18 3π30 0.02/0.15 3π′L20 0.02/0.17
4 0.18 4π12 0.02/0.17 4π′L21 0.02/0.16

TAz · · ·F- · · · (CH3CN)n)0∼4

1 0.10 1C10 0.48/0.03 1HL00 0.06/0.08
2 0.13 2C20 0.44/0.05 2HL20 0.04/0.11 2π′11 0.03/0.13
3 0.15 3C30 0.39/0.07 3HL20′ 0.03/0.13 3π03 0.01/0.15
4 0.18 4HL20 0.02/0.16 4π12 0.01/0.17

TAz · · ·Cl- · · · (H2O)n)0∼4

0 0Cw
00 0.07 0H00 0.06 0π00 0.02

1 0.06 1Cw
10 0.05/0.05 1H10 0.04/0.05 1π10 0.01/0.05 1π′L00 0.03/0.06

2 0.10 2H10 0.04/0.08 2π11 0.01/0.08 2π′L10 0.02/0.08
3 0.10 3π21 0.01/0.10 3π′L20 0.03/0.10
4 0.11 4π31 0.01/0.11 4π′L21 0.01/0.11

TAz · · ·Cl- · · · (CH3CN)n)0∼4

1 0.05 1Cw
01 0.04/0.05 1HL10 0.04/0.05 1π01 0.02/0.05 1π′10 0.03/0.05

2 0.08 2HL20 0.02/0.09 2π02 0.03/0.08 2π′11 0.02/0.08
3 0.12 3HL11 0.02/0.11 3π03 0.02/0.11 3π′30 0.02/0.11
4 0.14 4HL11 0.02/0.13 4π22 0.01/0.14 4π′11 0.02/0.13
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2, the complexation is characterized by the N(acetoni-
trile) · · ·π lp-π interaction and the H(solvent) · · ·N(TAz) and
CHδ+ · · ·Cl- hydrogen-bond interactions. The Cw-type com-
plexes merge to the other type of complexes for n ) 2. For
n ) 3/4, the anion is above the π ring as the Cl- ion interacts
with water or acetonitrile molecules, like in the case of the
F- complexes. In the presence of three and four water
molecules, the complexation is characterized by both the
H(water) · · ·N(TAz) and H(water)δ+ · · ·Cl- H bonds and the
O(water) · · ·π lp-π interaction. In the presence of three and
four acetonitrile molecules, the complexation is characterized
by the N(acetonitrile) · · ·H(TAz) H-bonding and the π-type
interaction.

In crystal structures, each anion involved in the anion-π
interaction is surrounded by several other coordinating
moieties. In addition, one or more solvent molecules per
anion-π complex are often present. Thus, the anion in the
anion-π complexes would have relatively flexible orienta-
tions toward the π-ring system, in agreement with a recent
experiment.26 Thus, the present results explain some of the
real situations of the anion-π interaction in crystals.
Furthermore, the anion-π complexes with a few water
molecules or other solvent molecules in the gas phase can
be experimentally observable, as in the case of halide-water
clusters or benzene-water clusters.27 Water molecules can
act to pull the F-/Cl- ion away from TAz, so that the TAz
can be fully hydrated (with minimal anion-π interaction)
by a large number of water molecules in the aqua phase,
consistent with the result of the diminished TAz · · ·Cl-

interaction energy described on the basis of continuum
solvent models.11a

Understanding the nature of anion-π interaction in the
presence microsolvents around the complex is important not
only for the structural insight into these clusters, which would
be observed in the gas-phase experiments, but also for the
conceptual understanding of crystal growth in the solvent
medium as the solvent molecules would eventually be
displaced out during the crystal packing.

Concluding Remarks

It is known that there is a distinct difference between the
theoretically predicted or experimentally observed most-
stable form of halide-π complexes in the gas phase and the
most frequently observed crystal structures of halide-π
complexes. However, the anion binding patterns are expected
to change significantly in the presence of polar solvent
molecules. As a F-/Cl- ion interacts with TAz, the binding
pattern shows an intriguing structural change depending on
the number of solvating molecules.

For the complexes with the F- ion, in the absence of
solvent molecules, covalent bonding is clearly the most
preferable because the F- ion attacks an sp2-type C atom
in TAz and transforms it into an sp3-type C atom. This
covalent-type complex is well-known as a “Jackson-
Meisenheimer” or “Meisenheimer” complex. In the pres-
ence of a monohydrated F- · · ·TAz system, the covalent-
bonding type is still the lowest-energy structure. In the
presence of two water molecules, the covalent-bonding
type changes to the H-bonding type, which competes with

the anion-π type and the water-mediated displaced
anion-π type. For three and four water molecules, the
displaced anion-π interaction is most preferable. In the
presence of acetonitrile molecules, for one and two
acetonitrile molecules, the covalent-bonding-type com-
plexes are the most preferable, while for the complexes
with three and four acetonitrile molecules, the anion-π-
type structures are the most stable. For the complexes with
the Cl- ion, the H-bonding type is the most preferable up
to two solvent molecules. However, in the presence of
three solvent molecules, the H-bonding type changes to
the solvent-mediated anion-π type. For three and four
solvent molecules, the anion-π types are the lowest-
energy structures. Since both the anion-π type and the
displaced anion-π type are nearly isoenergetic, it explains
why both types with relatively flexible orientations are
most common in many crystal structures.

The intriguing role of hydration/solvation on the structure
of anion-π complexes will shed light on various π systems
interacting with anions and help resolve the differences
between the gas-phase results and the crystal data. Further-
more, the understanding of microscopic structures of anions
interacting with π systems in the solution phase would
practically aid the design and development of novel anion
receptors.28
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6560. (h) Quiñonero, D.; Garau, C.; Frontera, A.; Ballester,
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